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ABSTRACT

Optimal perturbations of sea surface salinity are obtained for an idealized North Atlantic basin using a 3D

planetary geostrophic model—optimality is defined with respect to the intensity of the meridional over-

turning circulation. Both optimal initial and stochastic perturbations are computed in two experiments

corresponding to two different formulations of the surface boundary conditions: the first experiment uses

mixed boundary conditions (i.e., restoring surface temperature and prescribed freshwater flux), whereas the

second experiment uses flux boundary conditions for both temperature and salinity. The latter reveals greater

responses to both initial and stochastic perturbations that are related to the existence of a weakly damped

oscillatory eigenmode of the Jacobian matrix, the optimal perturbations being closely related to its bi-

orthogonal. The optimal initial perturbation induces a transient modification of the circulation after 24 yr.

The spectral response to the optimal stochastic perturbation reveals a strong peak at 35 yr, corresponding to

the period of this oscillatory eigenmode. This study provides an upper bound of the meridional overturning

response at multidecadal time scales to freshwater flux perturbation: for typical amplitudes of Great Salinity

Anomalies, initial perturbations can alter the circulation by 12.25 Sv (1 Sv [ 106 m3 s21; i.e., 12.5% of the

mean circulation) at most; stochastic perturbations with amplitudes typical of the interannual variability of

the freshwater flux in midlatitudes induce a circulation variability with a standard deviation of 1 Sv (i.e., 5.5% of

the mean circulation) at most.

1. Introduction

A strong modification of surface air temperature in

the North Atlantic during the past century has been

established (Mann et al. 1999)—in the context of global

warming. This temperature modification is concomitant

with a modification of sea surface salinity (SSS) in the

same region noted since the mid-1970s and is related to

an increase of precipitation in the North Atlantic sub-

polar gyre (Josey and Marsh 2005). A similar salinity

modification has also been measured in the deeper ocean

by Curry et al. (2003) and Curry and Mauritzen (2005),

who point out the lack of information about the evap-

oration and precipitation over the ocean and the water

cycle, as a result of the measurement uncertainties. In

this paper, we will investigate the influence of such

water cycle modifications on the ocean dynamics. The

climate has many time scales of variability (Mitchell

1976), but the slow dynamics is largely controlled by

the ocean: the slow part of the ocean circulation, called

the thermohaline circulation, is associated with a net

northward heat transport in the Atlantic and thus is able

to generate strong modification of the current climate

(Vellinga and Wood 2002). Given these considerations,

we will focus on the influence of surface salinity and

freshwater flux perturbations on the thermohaline cir-

culation.
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Generalized stability analysis (Farrell and Ioannou

1996a,b) provides a powerful tool for studying the ocean

response to perturbations in a linear framework. Because

of advective–diffusive processes, the ocean dynamics is

‘‘nonnormal’’ (Farrell and Moore 1992)—that is, the

ocean response does not have the same structure as the

ocean sensitivity. This means that the most efficient

perturbation to excite the fastest-growing (or least dam-

ped) mode, obtained by a classical stability analysis, is

not necessarily this fastest-growing mode structure and

can in fact have a very different spatial structure. To

understand the growth of a perturbation over finite time

rather than the asymptotic limit, we must thus use

generalized stability analysis that takes into account the

nonnormality of the dynamics.

In the context of nonnormal dynamics and general-

ized stability analysis, Farrell (1988) determined the

optimal perturbations in an atmospheric model. The

method was used in an oceanic context by Farrell and

Moore (1992) and Moore and Farrell (1993) to find the

most rapidly growing perturbation of a quasigeostrophic

ocean model representing the Gulf Stream. Farrell and

Ioannou (1993) then extended the approach to deter-

mine the optimal stochastic perturbation in an atmo-

spheric model—that is, the pattern that, if modulated by

a stochastic amplitude, induces the maximum variabil-

ity. These methods were fully described by Farrell and

Ioannou (1996a) for the autonomous operators (the

background state is independent of time) and by Farrell

and Ioannou (1996b) for nonautonomous cases (the

background state evolves in time). These theories were

applied by Moore et al. (2002) in an ocean circulation

model and particularly in a tropical configuration to find

the optimal perturbation of ENSO (Moore et al. 2003).

Regarding the thermohaline circulation variability,

several studies were undertaken. Lohmann and Schneider

(1999) investigated initial error growth and predictability

in the Stommel (1961) two-box model by finding optimal

initial and stochastic perturbations. More recently,

Tziperman and Ioannou (2002) searched the optimal

initial and stochastic patterns in a three-box model. The

mechanism leading to the transient growth is due to the

rapid decay of the temperature anomaly and thus the en-

hancement of a salinity-dominated density anomaly. The

spectral response to the optimal stochastic perturba-

tion did not reveal any peak despite the existence of

a damped oscillatory eigenmode. The same kind of

analysis was performed in a two-box model but within

a nonlinear framework (Mu et al. 2004): the authors

show the limit of the linear approach and the asymmetry

of the advection term in the nonlinear equations. Sun et al.

(2005) extended this work in a coupled ocean–atmosphere

box model and suggested that for weak amplitude per-

turbations, the linear approach remains valid. In this

linear context, Zanna and Tziperman (2005) studied the

transient growth at 40 yr of an optimal initial pertur-

bation in a simple ocean–atmosphere coupled model

(latitude–depth ocean model with only two levels on the

vertical and a one-layer atmosphere): the growth mech-

anism is due to the advection by the circulation anomaly,

which increases both temperature and salinity anoma-

lies. Recently, this work has been extended to look at

the optimal stochastic perturbation in the same model

(Zanna and Tziperman 2008) where, despite the exis-

tence of oscillatory eigenmodes, the spectrum of the

variability is mostly red without any peak. In a global

ocean general circulation model, Sévellec et al. (2008)

found two different optimal initial perturbations of the

surface salinity linked to two different measures of the

circulation [the intensity of the meridional overturning

circulation (hereafter MOC) and the meridional heat

transport]. These two different optimal perturbations

induce transient growth at 10.5 and 2.2 yr, respectively.

This study also provided the max bound of variability as

a result of surface salinity perturbations. In a reduced

space based on the main empirical orthogonal functions

of a coupled ocean–atmosphere general circulation model,

Tziperman et al. (2008) show the existence of transient

growth both for an energy norm and a quadratic norm

of the circulation. The same kind of theoretical tools are

also used for sensitivity studies of the thermohaline

circulation. For instance, Sirkes and Tziperman (2001)

have studied the sensitivity of the meridional heat

transport at 248N and found an oscillatory mode with a

centennial time scale. In the same way, Bugnion et al.

(2006a,b) have illustrated the sensitivity of the ocean

circulation to different forcing terms, such as the heat

flux, the surface freshwater flux, or the wind stress.

Sévellec et al. (2007) found the optimal initial, con-

stant, and stochastic surface salinity perturbations in a

latitude–depth ocean model and provided upper bounds

of the associated variability. Their study shows the im-

portance of a centennial oscillatory weakly damped ei-

genmode of the linear tangent model and its biorthogonal

in the ocean response and optimal patterns, respectively.

Here we propose to perform the same analysis in a 3D

ocean model, where the most weakly damped modes of

variability are on decadal-to-multidecadal time scales.

The use of a planetary geostrophic model, where the state

vector is reduced to temperature and salinity fields, al-

lows us to represent a realistic 3D dynamics but also to

perform both linear and generalized stability analysis

with respect to all eigenmodes and their biorthogonals.

Our approach uses a linear measure (the intensity of the

MOC) and constraints (namely, salt conservative surface

salinity perturbations) to provide the answer to two
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specific physical questions, in our case: what are the initial

and stochastic surface salinity perturbations that have the

greatest effect on the MOC? Computing the initial op-

timal perturbations can be useful to understanding the

effect of a sudden modification of the sea surface salinity

on the thermohaline circulation, like, for example, a

sudden release of melting continental ice into the ocean.

Stochastic optimal perturbations are relevant to un-

derstanding how high-frequency atmospheric forcing

related to midlatitude weather regimes [the North At-

lantic Oscillation (NAO), for instance] can induce long-

term variability of the thermohaline circulation. In ad-

dition, these analyses provide the upper bounds on the

modification of the MOC.

Some ocean models use constant fluxes for both heat

and freshwater (‘‘flux’’ boundary conditions), while others

use fixed freshwater forcing and sea surface temperature

(SST) relaxation (‘‘mixed’’ boundary conditions, justi-

fied by the feedback of SST on air–sea fluxes). Weaver

and Sarachik (1991) and Huck and Vallis (2001) have

pointed out that the stability of the thermohaline cir-

culation is modified by the use of one or the other con-

ditions. In the same way, Arzel et al. (2006) have shown

that the variability occurring under each condition

strongly differs. We will thus compute the optimal

forcing patterns for both flux and mixed boundary con-

ditions in this study.

We first introduce the ocean model and configuration

(section 2) and describe the steady state, which is valid

for both experiments. Asymptotic linear stability anal-

yses are then performed for each experiment (section

3). In section 4, we investigate the optimal initial per-

turbation and describe the induced transient growth for

both experiments. In section 5, we perform the same

analysis for the optimal stochastic perturbation and

compute the spectral response. Finally, we discuss our

results and propose some outlook (section 6).

2. The ocean model and steady state

The model is a planetary geostrophic model in spher-

ical coordinates: only the thermodynamic equations are

prognostic, with the equations for dynamics being diag-

nostic. This approximation corresponds to the limit of

the quasigeostrophic approximation for spatial scale of

the order of the earth’s radius (Colin de Verdière 1988).

The dynamic equations are

f k 3 u 5 �r�1
0 =HP� e u, (1a)

�›zP� rg 5 0, and (1b)

=H � u 1 ›zw 5 0, (1c)

where =H is the horizontal gradient, z the vertical co-

ordinates, f the Coriolis parameter, u and w the hori-

zontal and vertical velocity fields, P the pressure, r (r0)

the (reference) density, e the linear friction coefficient,

and k the unitary vertical vector. The use of linear

friction instead of Laplacian is not fundamental and is

not as important as the choice of lateral boundary con-

ditions, for instance—at least after its numerical im-

plementation (Huck et al. 1999b). Here no-slip is used

along all boundaries.

The thermodynamic equations are similar to the prim-

itive equations:

›tT 1u �=HT 1w›zT 5KH=2
HT 1KV›2

zT 1CT 1FT ,

(2a)

›tS1u �=HS1w›zS5KH=2
HS1KV›2

zS1CS 1F S, and

(2b)

r 5r0(1�aT 1bS), (2c)

where t is the time, T the temperature, S the salinity,

KH (KV) the horizontal (vertical) tracer diffusion coef-

ficient, a (b) the thermal expansion (haline contraction)

coefficient, and CT (CS) the convective adjustment effect

on temperature (salinity). This convective adjustment

sets in when ›zr . 0 and mixes T and S instantaneously

(conserving salt and heat content) until the density

profile is stable. Here, FT (FS) is the atmospheric forc-

ing applied to temperature (salinity) in the surface

mixed layer hs. The other boundary conditions do not

allow heat or salinity flux through the boundaries.

As discussed in section 1, we will use both restoring and

flux boundary conditions for temperature, which distin-

guish the two experiments presented in the following

(sections 4 and 5). Obviously, the absence of a sea surface

salinity feedback on atmospheric freshwater flux justifies

the use of a prescribed flux boundary condition for sa-

linity for both experiments, FS 5 S0 SSF/hs, where S0 is

the reference salinity and SSF is the freshwater flux

(conserving the total salt content; Fig. 1) corresponding to

the evaporation minus precipitation flux SSF 5

F0sin[2p(u 2 u0)/(u1 2 u0)]. The first experiment corre-

sponds to the restoring condition (mixed boundary con-

ditions, hereafter MBC) FT 5 tT
21 (SST* 2 SST), where

tT is the restoring time scale and SST(*) the (restoring)

surface temperature (Fig. 1), according to SST* 5 0.5(T1

1 T0) 2 0.5(T1 2 T0) cos[p(u 2 u0)/(u1 2 u0)]. The direct

numerical time integration of (1) and (2) for this experi-

ment leads to a steady state (Fig. 1). The second experi-

ment corresponds to a prescribed heat flux boundary

condition (FBC), FT 5 (r0Crwhs)
21 SHF, where Crw is

the seawater heat capacity and SHF the surface heat flux

854 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 39



(its basin integral is zero to conserve the total heat con-

tent; Fig. 1). This flux is computed from the temperature-

restoring term in the MBC experiment steady state. The

time integration of (2) under FBC shows that this

modification of the boundary condition does not affect

the steady state, which remains the same (Fig. 1); nev-

ertheless, the stability of the steady state might be

modified, as shown in the next section.

The domain of the model corresponds to a flat-

bottomed pie-shaped representation of the North At-

lantic basin, from 108 to 608N with 648 zonal extension.

The uniform basin depth is 3400 m, discretized on 10

vertical levels with thicknesses of 100, 150, 200, 250, 300,

400 m, and four deep levels of 500 m—the first level

corresponds to the surface mixed layer hs. The other

parameters used for the numerical time integrations

have been chosen such that the steady state remains

stable for both experiments (Table 1): 10 000 yr of nu-

merical integration provides the steady state for the

MBC experiment, and a restart for a 100-yr-long time

integration of the FBC experiment, after the prescrip-

tion of the equilibrium surface heat flux, confirms that

the steady state is unchanged (Fig. 1).

The sea surface temperature decreases from 248C to

the south of the domain to 48C in the north. There is also

a gradient between salty water around 36 psu at ;258N

and fresher water around 34.8 psu to the north of the

basin. This steady state induces a realistic MOC of 18 Sv

(1 Sv [ 106 m3 s21), intensified in the north and at the

surface. This meridional circulation corresponds to a

northward surface transport and a downwelling along

the northern boundary associated with deep convection;

upwelling with a southward transport occurs in the rest

of the basin (Fig. 1), as theoretically anticipated by

Stommel and Arons (1960). The stratification mainly

occurs in the first 1000 m (Figs. 2a,b) and induces a first

FIG. 1. Steady state of the planetary geostrophic model. Surface (a) restoring temperature, (b) SHF, and (c) SSF. MOC intensity during

the time integrations under (d) MBC and (e) FBC. (f) Surface temperature and (g) salinity. (h) ZOC and (i) MOC. Contours (b) from

280 to 50 W m22 by 10 W m22; (f) from 48 to 248 by 28C; (g) from 34.8 to 36.2 by 0.2 psu; (h) from 22 to 10 by 1 Sv; and (i) from 0 to 18 by

2 Sv. In all the figures, solid, dashed, and dotted lines correspond to positive, negative, and zero values, respectively.

TABLE 1. Parameters used for the time integrations of the

planetary geostrophic model.

nx 16 Number of grid points in longitude

ny 14 Number of grid points in latitude

nz 10 Number of grid points on the vertical

dt 1 day Numerical time step

H 3400 m Uniform ocean depth

hs 100 m Surface mixed layer depth

W 648 Zonal basin extent

u0 108N Southern boundary position

u1 608N Northern boundary position

KH 1800 m2 s21 Horizontal tracer diffusion

KV 1024 m2 s21 Vertical tracer diffusion

g 9.8 m s22 Gravity acceleration

r0 1000 kg m23 Reference density

Crv 4000 J kg21 K21 Seawater heat capacity

a 6.4 3 106 m Earth radius

S0 35 psu Reference salinity

a 2 3 1024 K21 Thermal expansion coefficient

b 8 3 1024 psu21 Haline contraction coefficient

tT 132 days Temperature restoring time scale

F0 50 cm yr21 Freshwater flux intensity

T0 268C Restoring temperature at u0

T1 38C Restoring temperature at u1

e 4.4 3 1026 s21 Linear friction coefficient
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baroclinic mode circulation with strong northward sur-

face velocities along the western boundary (Figs. 2c,d).

The downwelling mainly occurs in the north of 508N, with

intensification along the northern boundary and the

northern part of the eastern boundary. The rest of the

basin corresponds to a large-scale upwelling, intensified

in the western boundary.

3. Asymptotic stability analyses

In this section, we perform a linear stability analysis

for both MBC and FBC experiments (which have ex-

actly the same steady state). Such analyses allow us to

examine the asymptotic evolution of a small perturba-

tion around a steady state. The prognostic Eq. (2) can be

rewritten as a general dynamical system,

dt Ui5N ( Ui),jj (3)

whereN is a nonlinear operator and jU i the state vector

consisting of temperature and salinity at every grid

point, written as a ket; the associated bra hUj is defined

through the Euclidian scalar product hUjU i. We de-

compose the state vector as jUi 5 jUi1 jui, where jUi

represents the steady state, such that N (jUi) 5 0, and

jui, the perturbation. The time evolution of the pertur-

bation reads

dtjui5Ajui, A5
›N

›jUi

����
jUi

, (4)

where A is the Jacobian matrix, which is a function of

the steady state jUi (autonomous system). We can in-

tegrate this last relation to obtain the perturbation as a

function of time:

u(t)i5 exp(At) u(0)i5M(t) u(0)i,jjj (5)

where M(t) is the propagator of the linearized dynamics.

The Jacobian matrix is numerically evaluated by in-

troducing weak positive and negative perturbations in

the full nonlinear model and then evaluating the linear

response as the mean of these responses (Huck and

Vallis 2001). Once the Jacobian matrix is computed, an

eigenanalysis is performed. For both MBC and FBC

experiments, all eigenvalues have a negative real part,

confirming that the steady state is stable. The pairs of

FIG. 2. Stratification and circulation of the model steady state. Zonal mean (a) temperature

and (b) salinity, (c) surface velocities averaged over the upper 1000 m, and (d) deep velocities

averaged from 1000 m to the bottom. (c),(d) The contours represent the vertical velocities and

the quivers, the horizontal velocities. Contours from (a) 68 to 248 by 28C; (b) from 35 to 35.9 by

0.1 psu; (c) from 23.36 3 1025 to 1.39 3 1025 m s21 by 1027 m s21; and (d) from 22.34 3 1025

to 1.19 3 1025 m s21 by 1027 m s21.

856 J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y VOLUME 39



complex conjugate eigenvalues represent damped os-

cillatory modes.

Nevertheless, the two spectra are different (Table 2):

the least damped eigenmode for the MBC experiment

corresponds to a purely damped mode, whereas for FBC

it corresponds to a damped oscillatory mode with a period

of 34 yr; the second least-damped eigenmode is a damped

oscillatory mode (328-yr period) for the MBC experiment

and a purely damped mode for the FBC experiment. In

agreement with previous works (Huck and Vallis 2001;

Arzel et al. 2006), this result shows the crucial impor-

tance of the physics of the surface boundary conditions,

since we have computed the Jacobian matrix with strictly

the same steady state.

The optimal excitation of these eigenmodes can be

obtained by computing their biorthogonal (Farrell and

Ioannou 1996a). This is done by diagonalizing the ad-

joint of the Jacobian matrix for both experiments. In a

nonnormal system, the biorthogonals differ from the

eigenmodes of the Jacobian matrix. This analysis is thus

useful here to understand what is the most efficient

pattern for exciting the least damped eigenmode of the

Jacobian matrix. As the theory predicts, we obtain the

same eigenvalue spectrum as for the Jacobian matrix,

but for both experiments the structure of the eigen-

vectors is different (the respective least damped eigen-

modes are shown in Figs. 3–5). Hence, as expected from

advective–diffusive processes, the linear problem is

nonnormal (AAy2 AyA 6¼ 0, where y denotes the adjoint

matrix).

The eigenmode analysis of the Jacobian matrix for

the FBC experiments leads to a damped interdecadal

oscillatory mode, which is fully described in the litera-

ture (Greatbatch and Zhang 1995; Chen and Ghil 1996;

Huck et al. 1999a; Colin de Verdière and Huck 1999; te

Raa and Dijkstra 2002). Dijkstra et al. (2006) have tried

to reconcile the interdecadal variability found in ideal-

ized models under FBC and the observed Atlantic mul-

tidecadal oscillation (AMO; Delworth and Mann 2000;

Knight et al. 2005); they conclude that these two vari-

abilities are intrinsically the same, and thus the AMO is

a mode of ocean variability. They also show that the

atmospheric damping decreases the growth rate of this

mode, in agreement with the absence of the mode in our

MBC experiment.

The adjoint eigenmode analysis reveals one property

of this interdecadal oscillation: the least damped ei-

genmode of Ay is strongly dominated by the salinity at

the surface (Figs. 5g–j). This structure is the most effi-

cient for stimulating the least damped eigenmode of A

(Farrell and Ioannou 1996a). That is, although this latter

oscillatory eigenmode of A is temperature dominated

(Figs. 5a–d), it is more efficiently stimulated by a per-

turbation in surface salinity than in surface temperature.

This first result shows the importance of the surface

salinity perturbations for stimulating the multidecadal

oscillatory mode in our model. This view is in agree-

ment with previous studies showing the importance of

the freshwater flux for the production of variability by

the system itself (Weaver et al. 1991, 1993) and partic-

ularly for North Atlantic multidecadal variability (Chen

and Ghil 1995; te Raa and Dijkstra 2003. Moreover, this

result validates a posteriori the choice of our analysis to

look at the optimal surface salinity perturbation.

The existence of a stable steady state with nonnormal

dynamics motivates the following generalized stability

analysis. We will now investigate the initial and sto-

chastic surface salinity perturbations that induce the

largest transient modification and the largest variance of

the circulation, respectively.

4. Optimal initial surface salinity perturbation

We address here the first question: what initial per-

turbation in surface salinity influences the thermohaline

circulation the most? As fully discussed in Sévellec et al.

(2007), we choose a linear measure of the intensity of

the MOC for this purpose. Following appendix A, we

express the Lagrangian function as

Lini(t)5 hF u(t)j i�g[hu(0) Sj ju(0)i� 1], (6)

where hFju(t)i is the intensity of the MOC at time t, S

the matrix defining the quadratic norm of the state

vector, and g the Lagrange multiplier associated with

the quadratic norm constraint. The optimal initial sur-

face salinity perturbation [using ju (0)i5 Pju90i] follows

as

ju09i56
(PySP)�1PyMy(t)jFiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

FjM(t)P (PySP)�1PyMy(t)jF
�q . (7)

These optimal perturbations are computed as a function

of the time delay t for which the Lagrangian and hFju(t)i

TABLE 2. Decay time scales (yr) and periods (yr) of the leading

eigenvalues (lr 1 ili) for MBC and FBC experiments.

MBC FBC

t 5 1/lr T 5 2p/li t 5 1/lr T 5 2p/li

Eigenmode 1 2163.3 — 2207.4 34.2

Eigenmode 2 258.1 328.5 274.1 —

Eigenmode 3 224.2 — 245.7 339.1

Eigenmode 4 224.0 257.3 222.6 284.8

Eigenmode 5 221.0 — 221.8 —
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FIG. 3. Linear stability analysis for MBC experiment. The least damped eigenmode of the (a),(c),(e) Jacobian matrix and its (b),(d),(f)

adjoint: (a),(b) surface temperature and (c),(d) salinity, both in terms of density; (e),(f) associated MOC; and (g) eigenvalue spectrum.

Contour intervals (CIs) are 0.1, 0.1, and 5 3 103 Sv for (a),(c),(e) and 0.005, 0.1, and 5 3 104 Sv for (b),(d),(f), respectively.

FIG. 4. Same as in Fig. 3, but for the second least-damped eigenmodes of the (left) linear tangent matrix and its (right) adjoint. The

eigenvectors are a complex pair. The real part of the eigenvectors of the linear tangent (adjoint) matrix is chosen to maximize the MOC

(minimize the density norm); the imaginary part is one quarter period later (82 yr). CIs are (a)–(f) 0.01, 0.02, and 103 Sv and (g)–(l) 0.001,

0.1, and 105 Sv, respectively.
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(cost function) are maximized, for both experiments MBC

and FBC (Figs. 6, 7).

The maximum response of the MOC intensity per-

turbation for a normalized perturbation, hFju(t)i/
hu(0)jSju(0)i, as a function of the time delay are dis-

played in Figs. 6b, 7b. The comparison of the two ex-

periments reveals a sharp difference. For the MBC ex-

periment, the cost function strongly decays for delays

increasing from 1 to 50 yr, and a weak maximum ap-

pears for a delay of 111 yr. For the FBC experiment, the

cost function decreases slowly with the delay but shows

decadal oscillations. The order of magnitude of the

MOC perturbations is significantly different too for

delays longer than 10 yr. A local maximum exists for

both experiments. Because of the small spatial scale of

the measure (jFi is a Dirac function in latitude), the

system needs some time to propagate the information

and select a large spatial scale (climatically relevant)

through diffusion. Note that, as tested in Sévellec et al.

(2007), the use of a smoother function in latitude also

shows a large response on rapid time scale. To study the

climatically relevant optimal perturbations, we choose

to study the local maxima corresponding to a modifi-

cation after a delay of 111 yr for the MBC and 24 yr for

the FBC. The nonlinear direct time integrations per-

turbed by the two corresponding optimal patterns show

transient growth of the MOC 111 and 24 yr, respec-

tively, after the perturbation (Figs. 6c, 7c).

a. Mixed boundary conditions

For the MBC experiment, the optimal perturbation

corresponds to a meridional gradient of the surface sa-

linity, with a weak incursion of freshwater along the

western boundary (Fig. 6a). Because of the thermal wind

relation, this perturbation, corresponding to a weak zonal

gradient of salinity, is associated with a negative anomaly

of the MOC intensity, corresponding to a southward

surface flow. This structure has a weak correspondence

to the surface salinity part of the least damped eigen-

modes of Ay but a strong correspondence with the one

of the second least-damped eigenmodes (Fig. 3d and

Figs. 4i,j). Indeed, the normalized projections [Proj

(jX1i, jX2i) 5 hX1 X2ij /
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hX1 X1ihX2 X2ijj

p
] between

the two SSS are 0.21 and 0.94, respectively (Table 3).

The strong projection shows the importance of the

second least-damped eigenvectors of Ay to understand

FIG. 5. Same as in Fig. 4, but for the least damped eigenvectors of the FBC experiment. The imaginary part is one quarter period later

(8.5 yr). CIs are (a)–(f) 0.1, 0.02, and 103 Sv and (g)–(l) 0.005, 0.1, and 105 Sv, respectively.
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the optimal stimulation of the MOC intensity. A strong

projection (0.89) exists also with the fourth eigenmodes

of Ay. The optimal surface salinity perturbation evolves

during 111 yr, and the snapshots of SST, SSS, zonal

overturning circulation (ZOC), and MOC at 111 yr (Fig.

8) show that the initial SSS structure has disappeared

and a strong meridional gradient of SST anomaly has

taken its place. This new density structure corresponds

to a positive meridional circulation that reinforces the

circulation of the steady state. The structure of the

anomaly has a strong normalized projection on one phase

of the second least-damped linear eigenmode (0.85; Fig.

8 vs. Figs. 4a,c,e; Table 3). The modification of the MOC

intensity induced by this phase corresponds to 87% of

the maximum value. The projection with the fourth

least-damped eigenmode is significantly less important

(0.42; Table 3). This analysis shows that several eigen-

modes are stimulated by the optimal initial SSS. But the

FIG. 6. (a) Optimal initial SSS perturbation inducing the largest MOC response after 111 yr for the MBC experiment. The pattern is

rescaled to 1 psu maximum and induces a MOC response of 0.13 Sv. CI is 0.05 psu. (b) Maximum response of the MOC intensity [hFj u(t)i /

hu(0) jSj u (0)i]: a local maximum appears for a delay of 111 yr. The apparently large response is due to the choice of the norm S. (c) Time

evolution of the MOC intensity for the nonlinear model initialized by the optimal initial SSS perturbation: a local maximum of the MOC

appears after 111 yr (vertical line). The time decaying envelope (dashed) corresponds to the single-mode approximation (12). The

integration is made with a 10.01 psu perturbation, but the plot is rescaled to an equivalent perturbation of 1 psu.

FIG. 7. Same as in Fig. 6, but for the FBC experiment. (b) A local maximum appears for a delay of 24 yr (vertical line), which we choose as

the optimal time. (c) The time decaying envelope (dashed) corresponds to the single-mode approximation (14).
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structure of the perturbation, when the intensity of the

MOC reaches its maximum, is mainly controlled by the

second least-damped eigenmodes of A.

To evaluate the importance of the least damped ei-

genmodes (of A and of Ay), we can expand A as in

Sévellec et al. (2007):

A5 �
k
jukilk huykj, (8)

where juki and juyki are the eigenvectors of A and Ay,

and lk the eigenvalues. We can write the propagator as

M(t)5 �
k
jukielkthuy

k
j. (9)

To isolate the influence of the pair of the second least-

damped eigenmodes, we approximate the propagator as

M(t)’ju2iel2thuy2j1c.c. (10)

Using ju0i as the optimal initial SSS, the intensity of the

MOC then reads as

hFjM(t) u0i’hFj j(ju2iel2thuy2j1c.c.) u0i.j (11)

Decomposing the conjugate eigenvalues as the sum of

their real and imaginary parts (l2 5 l2r 1 il2i), we ob-

tain

TABLE 3. Normalized projection [Proj (jX1i, jX2i) 5 hX1jX2i/ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hX1jX1ihX2jX2i

p
] between the optimal initial SSS perturbations

or their optimal response and the eigenmodes of Ay and A, respec-

tively (in case of complex eigenmodes, the phase leading to the

strongest projection is used). Strong projections ($0.8) are boldfaced.

MBC Proj[|SSS(0)i,|SSSyii] Proj[|u(111 yr)i,|uii]

Eigenmode 1 0.21 0.51

Eigenmode 2 0.94 0.85

Eigenmode 3 20.29 0.32

Eigenmode 4 0.89 0.42

Eigenmode 5 20.10 20.30

FBC Proj[|SSS(0)i,|SSSyii] Proj[|u(24 yr)i,|uii]
Eigenmode 1 0.96 0.95

Eigenmode 2 0.01 20.46

Eigenmode 3 0.64 0.49

Eigenmode 4 0.27 0.53

Eigenmode 5 0.01 0.44

FIG. 8. Snapshots at 111 yr of the nonlinear time integration initialized by the optimal SSS

perturbation for MBC: anomalies of surface (a) temperature and (b) salinity, and (c) ZOC and

(d) MOC. The initial perturbation is scaled for a 10.01-psu maximum amplitude; however,

the figures are rescaled for a 11-psu maximum amplitude perturbation. CIs are 5 3 1024 8C,

5 3 1024 psu, 0.02 Sv, and 0.02 Sv, respectively.
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hFjM(t)ju0i’ [hFj(ju2ieil2i thuy2j1c.c.)ju0i]el2r t and

jhFjM(t)ju0ij# 2jhFju2ijjhuy2ju0ijel2r t. (12)

This last relation measures the influence of the second

eigenmode exponential decay on the intensity of the

MOC. This approximation bounds the variations of the

circulation and stresses the predominance of the second

least-damped eigenmode at 111 yr (Fig. 6). This analysis

shows that using only the second eigenmodes of A and

Ay is a good approximation in this experiment for two

different reasons. On the one hand, some eigenmodes

are not stimulated by the optimal SSS perturbation

(eigenmode 1, 3, or 5; Table 3). On the other hand, some

eigenmodes (such as eigenmode 4), even though they

are stimulated, are too strongly damped on the time

scale of the maximization (111 yr). Because of these

eigenmode, the bound (12) is incorrect for short time

scales (Fig. 6).

The time evolution of the optimal initial SSS pertur-

bation can be conceptually separated into three phases

(Fig. 9). The first phase (less than 1 yr) corresponds to

the rapid adjustment of the circulation to the initial SSS

perturbation. During the second phase (around the first

20 yr) the evolution of the large-scale density gradient is

due to the evolution of the temperature. Finally, during

the third phase, the advection of the salinity anomaly

by the mean flow sets the large-scale density gradient

and thus the optimal circulation response. The two last

phases could be approximated as a large-scale modifi-

cation of the north–south density gradient. We thus

define

XN�S 5X
North�X

South
,

where X
South

and X
North

denote the average value of the

scalar field X on the south and north part of the basin

(from 108 to 358N and from 358 to 608N over the whole

depth and longitudes), respectively. We further assume

that on the decadal time scale, the north–south density

difference controls the MOC intensity (Stommel 1961).

However, as a result of the 3D dynamics of our model, a

delay will appear between the modifications of rN2S and

FIG. 9. Transient MOC modification for the MBC experiment initialized by the optimal SSS

perturbation. (a) North–south vertically averaged density difference (dashed and dotted lines

represent the thermal and salinity differences in terms of density: r0aT9N2S, r0bS9N2S, respec-

tively). (b) MOC anomaly. The vertical solid lines show the time when the MOC intensity

reaches its maximum. The vertical dashed lines separate the phases dominated by temperature

and salinity. The initial perturbation was scaled for a 10.01 psu maximum amplitude; however,

the figures are rescaled for a perturbation amplitude of 11 psu.
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the MOC intensity. This delay corresponds to the east–

west density adjustment by Rossby waves. During the first

phase, the circulation is adjusted on a short time scale (,1

yr) to the initial salinity perturbation (S9N2S , 0) and leads

to a negative anomaly of the MOC (MOC9 ,0). After this

initial shock, the temperature anomaly and the circu-

lation evolve during ;20 yr as predicted by the temper-

ature negative feedback on the circulation (Marotzke

1996): the negative anomaly of the MOC induces a

negative anomaly of the meridional heat transport. The

latter produces a positive anomaly of temperature in the

south and a negative anomaly in the north (T9N2S , 0).

These temperature anomalies progressively reduce the

negative MOC anomaly intensity until the meridional

density difference is close to zero. After this tempera-

ture feedback, which corresponds to the large-scale

adjustment of temperature anomaly on salinity, the

third phase takes place. It consists in the advection of

the salinity dominated anomaly by the mean flow. Ac-

tually, the mean flow advection moves the north–south

negative density anomaly around the MOC cell and

induces a north–south positive density anomaly. This

last mechanism induces the modification of the MOC

intensity at 111 yr. In this experiment, the optimal re-

sponse mechanism is similar to the one found in Sévellec

et al.’s (2007) 2D latitude–depth model under MBC,

where both the optimal time scale (67 yr) and linear

oscillatory mode (150 yr) periods were half as long as

here.

b. Flux boundary conditions

For the FBC experiment, we analyze the optimal

surface salinity inducing the maximal modification after

24 yr. Its structure corresponds to a salinity minimum

intensified in the north of the basin, with an incursion in

the west of the basin. The zero anomaly is oriented from

the southwest to the northeast (Fig. 7a). This structure is

strongly linked to the one of the least damped eigen-

vectors of Ay (Figs. 5i,j). We obtain a normalized pro-

jection of the surface salinity component of 0.96 (Table

3). This projection shows the importance of the least-

damped oscillatory eigenmode of Ay in the determina-

tion of the optimal surface salinity perturbation (the

other eigenmodes are also stimulated, as shown by their

nonzero normalized projection on the optimal SSS but

not as efficiently as the least damped eigenmodes; Table

3). The nonlinear time integration perturbed by this

optimal pattern shows that the MOC intensity has a

maximum at 24 yr. Indeed, the initial perturbation in-

duces a weak negative MOC anomaly that evolves into

a positive anomaly, reaching a maximum after 24 yr

(Fig. 7c). The associated patterns of SST, SSS, ZOC,

and MOC anomalies (Fig. 10) are very close to those of

the least-damped oscillatory eigenmodes of A at its

phase, inducing the maximum intensity of the MOC

(Figs. 5a,c,e). Indeed, we obtain a strong normalized

projection for one phase (0.95; Table 3). This phase

induces a MOC intensity modification that corresponds

to 99% of the maximal modification value. This result is

coherent with a decrease of the other eigenmodes of A in

24 yr and the appearance of a transient response through

the least damped eigenmode. Note that the choice of the

phase is only due to the choice of the function we maxi-

mize, but it is definitely not due to the choice of the

quadratic norm; the latter is only introduced for normal-

ization purposes (which is needed to remove the degen-

eracy of a maximization problem in a linear framework).

To isolate the influence of the pair of the least damped

eigenmodes, we approximate the propagator by the rela-

tion (which is asymptotically correct)

M(t)’ju1iel1thuy
1
j1c.c. (13)

We thus obtain

hFjM(t)ju0i’ [hFj(ju1ieil1i t
�
u
y
1
j1c.c.)ju0i]el1r t and

jhFjM(t)ju0ij# 2jhFju1ij j huy1ju0i jel1r t. (14)

This last relation measures the influence of the optimal

initial perturbation on the intensity of the MOC mod-

ulated by the exponential decay as a result of the os-

cillatory eigenmode. This approximation bounds the

variations of the circulation and stresses the predomi-

nance of the least damped eigenmode at 24 yr (Fig. 7).

Despite the fact that the intensity of the response is

controlled by the least damped eigenmode of Ay, this

analysis, compared to the perturbation propagated by

the full equations (Fig. 7c), also shows that the MOC

modification is mainly the result of the change of phase

of the oscillatory eigenmode of A between the initial

time and after 24 yr. Indeed, each phase of the least

damped eigenmodes does not have the same influence

on the circulation intensity.

In this experiment, the response of the MOC intensity

is strongly linked to the weakly damped oscillatory ei-

genmode, as discussed previously and shown in Fig. 11.

Because of the FBC, the model state, which is defined

by both temperature and salinity variables, can be de-

scribed by the single-density variable. The two equations

of evolution for temperature and salinity [Eqs. (2a,b)]

can be unified in only one for the density [by application

of (2c)]. This last point differs from the previous

experiment, where temperature and salinity act sepa-

rately to induce the transient modification. Moreover, the
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mechanism here involves the full 3D dynamics in con-

trast with the analysis conducted above. The initial per-

turbation induces a density anomaly such that r9N2S , 0.

By the thermal wind relation, it is associated with a

reduction of the ZOC (ZOC9 , 0, where the prime

denotes the anomaly). In presence of a stable vertical

gradient of the mean density, the negative anomaly of

the ZOC induces a decrease of the absolute value of the

zonal density transport (ZDT9 . 0, ZDT , 0). This af-

fects the zonal gradient of density and induces r9W2E , 0

(this latter notation defines the difference between the

density anomalies averaged over the western and east-

ern halves of the basin). By the thermal wind relation,

the zonal gradient of the density anomaly r9W2E , 0 is

associated with a reduction of the MOC (MOC9 , 0)

and an increase of the meridional density transport

(MDT9 . 0). The latter affects the meridional density

gradient and leads to the opposite phase from the initial

perturbation r9N2S . 0. This chain of events repeats it-

self, leading to an oscillation, where the delay between

r9N2S (and its associated ZOC anomaly) and r9W2E (and

its associated MOC anomaly) sustains this oscillatory

mode, as fully described in te Raa and Dijkstra (2002).

Through this oscillatory mechanism, the initial r9N2S , 0

leads to an intensification of the MOC after 24 yr, as

expected by the adjoint analysis.

c. Discussion

We now discuss the range of validity of the linear

approximation by computing the nonlinear time inte-

grations perturbed by the optimal SSS pattern for a

range of perturbation amplitudes from 22 psu to 12 psu

for both experiments (Fig. 12). The optimal MOC re-

sponses for the linear model overestimate the nonlinear

model response by 15% for the MBC experiment and

only 30% for the FBC experiment. The larger differ-

ence in the former case may be simply due to the longer

time integration for the optimal response (111 yr)

compared to the latter case (24 yr), since the differences

between the linear and nonlinear model will cumulate

with time. Note that this does not validate the opti-

mality of the initial SSS perturbations but only the weak

sensitivity of their evolution to neglected nonlinear

terms. Indeed, we cannot verify if the optimal pertur-

bation in the linear framework remains optimal for the

full nonlinear problem (Mu and Zhang 2006).

Finally, we can compute an upper bound of variability

for both experiments from the optimal initial pertur-

bations. Indeed, since we obtained the optimal SSS

perturbation, we know that no other perturbation can

lead to stronger modification of the MOC intensity in

the linear limit. Using a typical amplitude for the Great

FIG. 10. Same as in Fig. 8, but for after 24 yr of the nonlinear time integration perturbed by the

optimal SSS for FBC. CIs are 0.058C, 5 3 1023 psu, 0.2 Sv, and 0.2 Sv, respectively.
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Salinity Anomalies (GSA) of 20.5 psu over a 250-m-

thick layer located in the north region (Belkin et al.

1998) to set the intensity of the SSS perturbation, we

obtain an upper bound of the MOC intensity modifica-

tion of 10.16 Sv—that is, 1% of the mean circu-

lation—for the MBC experiment and 12.25 Sv—that is,

12.5% of the mean circulation—for the FBC experiment.

For these two experiments, the optimal perturbations

show a large difference in terms of both intensity and

time-scale responses and thus of the transient response

mechanism. These differences appear despite identical

steady states. To develop more ideas along this line, we

propose to focus now on stochastic perturbations. We

will thus be able to quantify how the surface tempera-

ture boundary conditions can alter the response of a

stable oceanic circulation not only in the transient re-

gime but also in an asymptotic regime.

5. Optimal stochastic surface salinity flux

In this section, we will consider the variability of the

oceanic circulation induced by a stochastic perturbation

of the surface freshwater flux (SSF). Since the oceanic

adjustment time scale is much longer than the synoptic

atmospheric forcing time scales, the stochastic noise is

approximated by a white noise (expected value is

E[a(t)] 5 0 yr21/2 and variance is E[a2(t)] 5 1 yr21;

appendix B). As in the previous section, we look for the

optimal SSF in two experiments corresponding to dif-

ferent surface temperature boundary conditions. The

optimal stochastic perturbations are obtained following

the methodology summarized in appendix B.

a. Mixed boundary conditions

For the MBC experiment, the optimal stochastic

perturbation corresponds to a zonal dipole, with the

negative part strongly intensified in the northwest of the

basin and a positive part in the high latitudes but in

the east of the basin (Fig. 13a). This perturbation is

mainly located in the north region, extending over 208

around the location of the meridional streamfunction

maximum. The spectrum of the response to the sto-

chastic forcing corresponds to a red noise, as expected

for the ocean acting as an integrator of an atmospheric

FIG. 11. Transient MOC modification for the FBC experiment initialized by the optimal SSS

perturbation. (a) North–south and (b) west–east vertically averaged density differences. (c)

ZOC and (d) MOC anomalies. The vertical solid lines show the time when the MOC intensity

reaches its maximum. The initial perturbation is scaled for a 10.01-psu maximum amplitude;

however, the figures are rescaled for an amplitude of 11-psu perturbation.
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white-noise stimulation (Frankignoul and Hasselmann

1977) but with a small bump around 300 yr (Fig. 14a).

This bump is the signature of the least-damped oscilla-

tory eigenmode of the Jacobian matrix and its adjoint,

which period is about 329 yr (Table 2). However, its

strong damping (with a 58-yr e-folding time scale much

shorter than its period) only induces a weak signature

on the spectrum.

b. Flux boundary conditions

For the FBC experiment, the optimal stochastic per-

turbation is a large-scale zonal dipole (Fig. 13b). The

shape of this optimal stochastic perturbation is very

close to the one of the optimal initial perturbation for

the same experiment (Fig. 7a). The perturbation is in-

tensified in the northwest of the basin, with a weak in-

cursion along the western boundary. The perturbation

in the rest of the basin has an opposite sign to conserve

the total salt amount. The standard deviation of the

MOC in this experiment is 4 times as large as in the

MBC experiment, and the spectrum of the MOC in-

tensity response to this stochastic forcing is significantly

different (Fig. 14b). Moreover, on top of the red-noise

shape, a strong peak now appears at 35 yr. The peak

FIG. 12. Validation of the linear approximation for the (a) MBC and (b) FBC experiments: linear theoretical values of the response of

the MOC intensity (solid line) are compared to the nonlinear model time integrations (1) for perturbation amplitudes from 22 to 12

psu. The relative error for GSA is less than 15% (30%) for the MBC (FBC) experiment. Note the much larger response in the latter case.

FIG. 13. Optimal stochastic perturbations for the (a) MBC and (b) FBC experiments. The maximum of the SSF structure is normalized

to 1 psu yr21/2. Perturbations induce a variability of the circulation intensity with a std dev of 3.6 and 14.5 Sv, respectively; CI is 0.05

psu yr21/2.
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corresponds to the least-damped oscillatory eigenmodes

of the Jacobian matrix and its adjoint, which have a

period of 34 yr and a decaying time scale one order of

magnitude longer (207 yr). This mode can have several

oscillation cycles before disappearing and thus gener-

ates a strong spectral signature. The increase of the power

spectral density between the two experiments appears

through the multidecadal weakly damped eigenmode,

which is not significant in the MBC experiment but is

preponderant in the FBC.

c. Discussion

As in the previous section, we try to estimate the range

of validity of our linear approximation. Several time

integrations of the nonlinear model perturbed by the

optimal stochastic perturbations modulated by different

intensity of the standard deviation are performed (Fig.

15). For a range of standard deviations from 0 to 0.1 psu

yr21 (equivalent to 28.6 cm yr21 in freshwater flux), we

obtain a maximum error of 13% for the MBC experi-

ment and 10% for the FBC experiment. Since the line-

arization of the convection, a strongly nonlinear process,

is only approximated, it is a likely candidate for pro-

ducing these errors. The optimal stochastic perturbation

for the MBC experiment is more localized in the north of

the basin than for the FBC experiment, that is, in the

weak stratification zones where convection is active.

This difference in the location where the two optimal

perturbations are maximum may be an explanation for

the difference in the error between the two experiments.

Now that the error is estimated, we can compute an

upper bound of the multidecadal time-scale variability

induced by stochastic surface salinity flux perturbations

from these optimal stochastic perturbations. A typical

value of the standard deviation of the stochastic noise

at midlatitude is of the order of 20 cm yr21 (estimated

from the interannual standard deviation at midlatitudes

in National Centers for Environmental Prediction

(NCEP) and 40-yr European Centre for Medium-

Range Weather Forecasts Re-Analysis (ERA-40) re-

analyses. Moreover the variance induced by the NAO,

in terms of freshwater flux, is of the same order of

magnitude (Mignot and Frankignoul 2003). Such noise

induces a maximum standard deviation of the variability

of the MOC intensity of 0.25 Sv (1.5% of the mean

circulation) for the MBC experiment and 1 Sv (5.5% of

the mean circulation) for the FBC experiment.

As in the optimal initial perturbation experiments,

both experiments show a large difference in the inten-

sity of their responses, although their optimal pertur-

bation patterns are really close. To clarify this point, we

have used the optimal stochastic of MBC experiment to

force the FBC model, and vice versa. These changes of

perturbation pattern do not at all affect the shape of

the spectrum response, only its intensity (the relative

change is ;50%). This last experiment confirms that

the choice of the surface boundary condition for tem-

perature is more crucial for the amplitude of the sto-

chastic variability than the details of the stochastic

pattern.

FIG. 14. Spectrum of the response to the optimal stochastic perturbations for the (a),(b) MBC and (c)–(d) FBC experiments. (a),(c)

Response of the MOC intensity during a nonlinear time integration perturbed by the stochastic optimal. The integrations were made with

a std dev of 10.01 psu yr21 anomalies, but the plots are rescaled for 1 psu yr21. (b),(d) Comparison between the theoretical spectra (thick

line) and those from the nonlinear time integrations (gray line). The vertical gray lines represent the CI of the time integration spectra.

The shapes are in good agreement and a weak underestimation of the power spectral intensity also appears.
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6. Conclusions

Global warming is likely to induce changes in the global

water cycle (Held and Soden 2006), such as massive

melting of glaciers at high latitudes (i.e., Greenland), or a

modification of the weather regime characteristics (i.e.,

NAO), and thus of high-frequency freshwater forcing. We

have investigated the influence of surface salinity (flux)

modifications on the ocean circulation, paying special at-

tention to the thermohaline circulation, the slow compo-

nent of the ocean and thus of the climate system, trans-

porting heat poleward. In this study, we have addressed

two types of optimal sea surface salinity perturbations:

initial perturbations, inducing the largest change in the

MOC intensity, and stochastic perturbations, inducing the

largest variability of the MOC. In this framework, we have

focused our attention on the importance of the surface

boundary conditions for temperature (i.e., restoring term

vs. flux forcing) and how it could modify the optimal so-

lutions and the associated ocean response.

In agreement with previous studies (Huck and Vallis

2001; Arzel et al. 2006), our results stress the importance

of the surface boundary conditions on the pattern of the

optimal forcing and the intensity of the MOC response.

We have compared two experiments corresponding to

mixed boundary conditions (MBC), where surface tem-

perature is restored to prescribed fields, and constant flux

boundary conditions (FBC); in both cases, the surface

salinity is forced by a constant freshwater flux. Although

we have applied our computation on strictly the same

stable steady state for both experiments and the opti-

mal initial or stochastic perturbation patterns are qual-

itatively similar, the response of the ocean model to the

different perturbations show large differences. For the

optimal initial perturbation, the response of the MOC

intensity for MBC is 14 times weaker than for FBC. For

the optimal stochastic perturbation, the standard devi-

ation of the MOC for MBC is 4 times weaker than for

FBC. These results can be interpreted in terms of the

eigenmodes provided by linear stability analysis. In the

FBC experiment, the most weakly damped eigenmode is

a 34-yr period oscillatory mode with a 207-yr decaying

time scale; this mode (and its biorthogonal) mainly ex-

plains the variability triggered by initial and stochastic

perturbations, but such a strong variability does not

occur in the MBC experiment, where the most weakly

damped eigenmode of the Jacobian matrix is purely

real. This dynamical difference is fundamental for the

results of the two experiments, although the steady state

is strictly the same: it raises the importance of the good

representation of ocean–atmosphere interactions and

feedbacks to reproduce realistically the variability and

sensitivity in ocean numerical models.

The second result is the computation of an upper

bound on the ocean response to perturbations, here in

terms of the MOC. We have found that this upper

bound is crucially dependent on the surface boundary

conditions. We use the FBC to compute an upper

bound, because this experiment induces the largest re-

sponses. For an initial perturbation of the scale of the

Great Salinity Anomalies (20.5 psu in the upper 250 m

located in the northern region), we obtain a circulation

intensity increase of 12.25 Sv (i.e., 12.5% of the mean

circulation) after 24 yr. In a realistic global configura-

tion of an ocean general circulation model under FBC,

Sévellec et al. (2008) found a 20.8-Sv response of the

FIG. 15. Same as in Fig. 12, but for the variance of the MOC intensity. The relative error for typical NAO noise is less than 13% (10%) for

the MBC (FBC) experiment. Note again the much larger variance in the latter case.
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overturning 10.5 yr after a typical GSA anomaly am-

plitude optimal perturbation was introduced, corre-

sponding to 11% of the mean overturning. Although the

optimal pattern and relative response amplitude are in

good agreement, the time scale and the response sign

suggest that the multidecadal linear mode, if it exists,

is more heavily damped in the global model. Conse-

quently, the response to the SSS perturbation would

correspond better to the first 10 yr of the present model

response, before the MOC changes sign (as in the MBC

experiment). For a stochastic perturbation of the am-

plitude of the estimated standard deviation of interan-

nual freshwater flux at midlatitudes (20 cm yr21), we

obtain a standard deviation of the circulation intensity

of 1 Sv (5.5% of the mean circulation).

The third result is the importance of the multidecadal

oscillation in the optimal nonnormal response, as in the

optimal stochastic variability. These results reveal the

nonnormal behavior of the multidecadal mode, which

could be responsible for the Atlantic multidecadal os-

cillation according to Dijkstra et al. (2006) and its effect

on the MOC. As shown in the analysis of the FBC ex-

periment, the nonnormal response of the circulation

intensity as a result of the optimal initial perturbation

can be mainly explained (87%) by the existence of the

linear weakly damped multidecadal oscillation and its

biorthogonal. In the same way, the optimal stochastic

perturbation induces a peak at the period of this mul-

tidecadal oscillation. Moreover, this 35-yr peak domi-

nates the spectrum, which corresponds to a red noise for

other frequencies. Our study highlights the nonnormal

response of a stable ocean circulation to atmospheric

white noise–inducing Atlantic multidecadal variability.

One methodological outlook of this work is the ap-

plication of the full nonlinear equation model in the

search of optimal perturbations. Such methods, known

as conditional nonlinear optimal perturbations, were

performed in several recent papers (Mu et al. 2004; Sun

et al. 2005; Mu and Zhang 2006) and show that the

linear behavior is a strong limitation in the computation

of optimal perturbations. Given the influence of surface

boundary conditions on the optimal patterns, time

scales, and oceanic response, we have found it would

be natural to extend these analyses in coupled ocean–

atmosphere models, for instance, as performed recently

by Tziperman et al. (2008). Another continuation of the

present work could be the study of the optimal pertur-

bation but with a mean state that evolves through the

seasonal cycle (nonautonomous system). This would

show the eventual differences in the sensitivity of the

circulation, depending on the season at which pertur-

bations are introduced and point out which processes

control this sensitivity (like the mixed layer depth). And

finally, a strong forcing of the ocean circulation that has

not been considered here is the wind—looking at its

optimal patterns in the same manner is underway.
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APPENDIX A

Constrained Maximization Method

The constrained maximization method, using Lagrange

multipliers, which is applied in this study, has been fully

described in Sévellec et al. (2007). Following the same

notations, we briefly develop the solution. We are looking

for the state vector (jui), which under n constraints

[Ci(jui), for i 5 1, . . . , n] maximizes a scalar quantity

[G(jui)]. We then introduce the Lagrangian:

L(jui,gi)5G(jui)��
n

i50
giCi(jui), (A1)

where gi are the Lagrange multipliers associated with

the constraints. The state vector maximizing G under

the constraints thus verifies

dG(jui)
djui ��

n

i50
gi

dCi(jui)
djui 50 and (A2)

Ci(jui)50, 8i2 [1, n]. (A3)

We choose to maximize the intensity of the MOC,

because it is a good indicator for the ocean poleward

mass and heat transport, with a potential effect on

North Atlantic climate. This scalar index can be written

as a projection of the state vector on the bra hF j. More

precisely, we define hFjU i as the value of the MOC

streamfunction at the latitude and depth of its maxi-

mum. The linearization induces hFjUi 5 hFj �Ui1 hFjui
and then G(jui) 5 hF jui defines the function of the state

vector, leading to the scalar we want to maximize (also

called the cost function).

In this study we use three constraints. First, the de-

generacy of a maximization in a linear context is re-

quired to normalize the initial perturbation. We choose

the quadratic density norm expressed as hu(0) jSj u(0)i5
Si[(a2Ti9 (0)2 1 b2S9i(0)2)yi] / Si(yi) 5 1, where T9i and S9i
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are the temperature and salinity anomaly at the grid

points i and yi their relative volume. This constraint is

written explicitly, that is, associated with a Lagrange

multiplier, C(jui) 5 hu(0)jSju(0)i21 5 0. Note that

a quadratic norm is used to measure the amplitude of

the initial perturbation. This is needed, since a linear

measure of the initial perturbation would result in

a degenerate problem. As a result, the quantity we

measure is not MOC growth [hFju(t)i / hFju(0)i] but the

quantity [hFju(t)i / hu(0)jSju(0)i] that we will name MOC

response. Since the numerator and denominator do not

have the same units, the value of this quantity does not

denote an actual growth of perturbation; thus one should

not be surprised by the large values of this quantity found

in this paper. The second constraint ensures the salt

conservation, as in the full model equation. Indeed, since

we want to see a transient effect, we need to verify strictly

the conservation property of the set of equations. Oth-

erwise, we would allow a drift in the total salt content

that would not verify anymore the same steady state. The

last and third constraint allows perturbations in surface

salinity only, which remains coherent with our scientific

aim (surface salinity perturbation influencing the ocean

circulation). These two last constraints can be written

nonexplicitly, that is, not associated with a Lagrange

multiplier: jui 5 P ju9i, where ju9i is the surface salinity

vector conserving the salt (dimension nxny21) and P is

an operator going from the subspace of surface salinity

conserving the salt to the one of the full state vector. For

instance, P is a matrix (dimension 2nxnynz, nxny21)

composed of zero everywhere except for one (11) on

each line of the (nxny21) surface salinity points and a full

line of 21 on the remaining surface salinity point.

APPENDIX B

Optimal Stochastic Perturbation

First, we write down the equation of the perturbation

evolution under stochastic forcing:

dtju(t)i5Aju(t)i1a(t)jgi, (B1)

where a(t) is the stochastic temporal part of the forcing

and jgi is the time-independent spatial pattern. Its time

integration leads to

ju(t)i5M(t)ju(0)i1
ðt

0

dsM(t�s)a(s)jgi. (B2)

Without loss of generality for asymptotic results, we

assume ju(0)i 5 0. The variation of the forcing is de-

fined as a white noise {expected value is E[a(t)] 5 0 yr21/2

and variance is E[a2(t)] 5 1 yr21}. Thus, the autocor-

relation is defined by the classical Dirac delta function

E[a(t)a(t9)] 5 d(t 2 t9), where E denotes the expected

value. Thus, we can rewrite the perturbation time de-

pendency as

ju(t)i5
ðt

0

dsM(t� s)a(s)jgi. (B3)

We now seek the optimal pattern inducing the maximal

variance of MOC intensity; thus, the Lagrangian func-

tion becomes

Lsto(t)5Var[hFju(t)i]�g(hgjSjgi� 1). (B4)

This variance can be written as

Applying the same nonexplicit constraints as before—

that is, the perturbation modifies only the surface

salinity and conserves the total salt content—we write

jgi 5 P jg9i. By maximizing the Lagrangian function

(B4) in permanent regime (infinite time), we obtain the

eigenvalue problem

N�1 H(‘)jg9i5gjg9i, where (B6)

H(‘)5 lim
t!‘

ðt

0

dsPyMy(t� s)jFi

3hFjM(t� s)P and N5PySP.

Following the decomposition on the eigenvectors of A

(juk) and Ay (juy
k
), we can express H(‘) as

H(‘)5Py�
ij

�1

l�i 1lj
juyi ihuijFihFjuji huyj jP, (B7)

Var[hFju(t)i] 5 E[hFju(t)i2]� hFjE[u(t)]i2 5 E[hFju(t)i2],

5 hgj
ðt

0

ds

ðt

0

ds9 E[a(s)a(s9)]My(t � s)jFi hFjM(t�s9)jgi, and

5 hgj
ðt

0

ds My(t�s)jFi hFjM(t � s)jgi.

(B5)
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where l�k denotes the complex conjugates of lk. We

know that the optimal pattern corresponds to the ei-

genmode of (B6) with the largest real part.

By using the same notation, we can obtain the power

spectral density of the intensity of the MOC in terms

of eigenvectors and eigenvalues of A and Ay following

Ioannou (1995), who has shown its enhancement in

nonnormal dynamics context:

psd(v)5hû(v)jFihFjû(v)i,
5hgj(� iv I�Ay)�1jFi hFj(iv I�A)�1jgi,

5 �
ij
hgjuyi i

1

�iv�l�i
huijFi hFjuji

1

iv�lj
huyj jgi.

(B8)
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