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ABSTRACT

Intrinsic modes of decadal variability are analyzed using box-geometry ocean models forced by constant
surface fluxes. An extensive parameter sensitivity analysis of the oscillatory behavior is carried out with respect
to the spherical/Cartesian geometry, the b effect, the Coriolis parameter, the parameterization of momentum
dissipation and associated boundary conditions, the vertical and horizontal diffusivities, the convective adjustment
algorithm, the horizontal and vertical model resolution, the forcing amplitude, and the basin width. The oscil-
lations stand out as a robust geostrophic feature whose amplitude is mainly controlled by the horizontal diffusivity.
Unsuccessful attempts to reproduce the variability in zonally averaged 2D models suggest that the 3D adjustment
processes are necessary. However, the b effect is not necessary for decadal variability to occur, and therefore
classical Rossby waves play no fundamental role in the mechanism. Various experiments with different geometry
and forcing are conducted and do not support the necessity of viscous numerical boundary waves or any boundary
in sustaining the oscillations. The models show two types of oscillatory behavior: 1) temperature anomalies
propagating geostrophically westward in the eastward jet (northern part of the basin) and inducing an opposite
anomaly in their wake and 2) stationary temperature anomalies in the northwest quarter that respond to the
western boundary current transport changes and reinforce geostrophically this change until the opposite tem-
perature anomaly built on the east finally reverses the meridional overturning anomaly. The analysis of the
transition from steady to oscillatory states (using heat fluxes diagnosed at the equilibrium under restoring
boundary conditions) and the comparison of the variability under various forcing fields suggest that the oscil-
lations are triggered in the regions of strongest surface cooling. Finally, a simple box-model analogy is proposed
that captures the crucial phase shift between meridional overturning and north–south density gradient anomalies
on these decadal timescales.

1. Introduction

Analysis of hydrographic and other data has recently
revealed that the coupled ocean–atmosphere system is
variable on decadal timescales (Deser and Blackmon
1993; Kushnir 1994; Hansen and Bezdek 1996; Rev-
erdin et al. 1997). This has important ramifications for
global climate change since before one can unambig-
uously detect a signal of anthropogenic global warming,
one must acquire an understanding of the free modes
of variability of the climatic system. Furthermore, the
analysis of the present state of the coupled system in
terms of these modes reveals the potential for some
predictability on a few years (Griffies and Bryan 1997).
Coupled atmosphere–ocean models appear to be able to
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reproduce observed patterns of interdecadal variability
involving the thermohaline circulation (Delworth et al.
1993). However, a dynamical atmospheric component
does not seem necessary to reproduce this variability
since Greatbatch and Zhang (1995, GZ95 hereafter)
found very similar oscillations in an idealized ocean
basin forced by constant heat fluxes. The relatively long
timescale of interdecadal oscillations compared to at-
mospheric thermal inertial timescales suggests such a
fundamental oceanic contribution. On the other hand,
decadal oscillations have been described previously in
ocean models forced with mixed boundary conditions
(Weaver and Sarachik 1991). Such boundary conditions
since have been shown to lead to idiosyncratic behaviors
(Zhang et al. 1993) and do not represent properly the
large-scale atmosphere–ocean interactions (e.g., see Ca-
potondi and Saravanan 1996). Consequently, we analyze
further the variability in noncoupled ocean models
forced by fixed surface fluxes.

Numerous ocean models forced by constant flux
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boundary conditions were found to generate purely oce-
anic decadal-scale variability (Huang and Chou 1994,
hereafter HC94; Chen and Ghil 1995; GZ95; Winton
1996, hereafter W96; Greatbatch and Peterson 1996,
hereafter GP96). Even a zonally averaged ocean model
coupled to a two-level atmospheric model exhibited var-
iability on interdecadal timescales (Saravanan and
McWilliams 1995). Since W96 reported no oscillation
in a zonally averaged ocean model forced by constant
surface heat fluxes (although the same fluxes induce
decadal oscillations when applied to a fully three-di-
mensional model), we conclude that it is the synoptic
variability of the atmospheric component that sustains
the oceanic variability in the Saravanan and McWilliams
model. Further, we consider only constant oceanic sur-
face forcing.

Winton (1996) reproduced the decadal oscillation
found in ocean general circulation models on an f plane,
thus discarding the b effect from the driving mecha-
nisms and classical Rossby waves for setting the decadal
period. Nevertheless, we will show that the variability
patterns are quite different on f and b planes. GP96,
in agreement with W96, proposed an explanation based
on the propagation of frictional boundary waves (the
viscous analog of Kelvin waves when no time derivative
is retained in the momentum equation). They suggested
that these waves are sufficiently slowed along the weak-
ly stratified polar boundaries, where convection takes
place, to give rise to decadal periods. We do not find
any evidence for this mechanism in our simulations.
Furthermore, it does not provide a source of energy for
sustaining the oscillations against dissipation. Our aim
in this paper is therefore to analyze further the variability
in box-ocean models forced by constant fluxes and to
determine the physical processes driving the nonstead-
iness of the thermohaline circulation and modulating it
in interdecadal timescales. We focus on the purely ther-
mally forced ocean circulation for simplicity, and in
order to get the essence of the variability, the wind stress
is set to zero in all the experiments (except in section
6).

Most of the numerical experiments that we perform
are based on the planetary geostrophic equations, but
direct comparisons with the Geophysical Fluid Dynam-
ics Laboratory Modular Ocean Model (GFDL MOM)
support our choice of equations for the relatively coarse
resolution used (160 km) on a midlatitude ocean do-
main. For each experiment, we use the same geometry,
parameters, and forcing but allow for different param-
eterizations of momentum dissipation and associated
boundary conditions in order to discard any conclusions
that would be specific to one model. We show that de-
cadal oscillations appear spontaneously under zonally
uniform constant heat flux (varying with latitude) in a
large realistic range of parameters. More appropriate
westerly intensified fluxes, diagnosed at the equilibrium
under restoring boundary conditions, also produce these
oscillations. In order to identify the mechanism exciting

the variability, we carry out an extensive parameter sen-
sitivity study, similar to the work of HC94 for the haline
circulation. After discarding convection and the b effect
from the processes necessary for the variability to occur,
we show that the oscillations appear to be primarily
geostrophically driven, but very sensitive to the damp-
ing by horizontal diffusion, and more likely to be gen-
erated by a strong circulation. The role of the boundaries
is then analyzed: in comparison with GP96, we extend
the ocean basins with buffer regions where no forcing
is applied, successively in each of four directions. The
western boundary current is finally removed by making
the domain periodic in the east–west direction. Addi-
tional experiments with a forcing symmetric in latitude
(that eliminates the weakly stratified boundary) suggest
that a boundary wave propagation mechanism is not
always appropriate. Then, we try to determine the origin
of the variability in the analysis of the transient phase
from a steady circulation to a regular oscillatory be-
havior when restoring boundary conditions are changed
into diagnosed fixed fluxes. The initial perturbations ap-
pear in the regions of strongest surface cooling and the
amplification of the anomalies in the vicinity of the
western boundary is geostrophically driven. Finally, we
propose a simple box model formulation that captures
the phase shift between the strength of the meridional
cell and the north–south density gradient anomalies.

The rest of the paper is organized as follows: section
2 briefly describes the models used, section 3 reports
on the parameter sensitivity analysis, and section 4 looks
at the role of the boundaries. Section 5 provides hints
to the variability mechanism through the transition from
restoring to fixed flux boundary conditions. The ro-
bustness of the variability to various parameterizations
and processes is discussed in section 6 and conclusions
are given in section 7.

2. The models

The models we use are described in detail in Huck
et al. (1999, HWC hereafter) and Huck (1997). They
are based on the Cartesian coordinate planetary geo-
strophic equations (Phillips 1963; Hasselmann 1982;
Salmon 1986, 1990; Colin de Verdière 1988, 1989;
Zhang et al. 1992; Winton 1993) and rely on the hy-
drostatic and Boussinesq approximations. A version of
these models is also developed in spherical coordinates
to assess the validity of our Cartesian coordinates as-
sumption. The GFDL MOM (Pacanowski 1995), based
on the primitive equations, is used to validate the plan-
etary geostrophic assumption (see also HWC). The ge-
ometry is not modified from HWC: a flat-bottomed
b-plane ocean domain centered at 408N, extending from
208N to 608N, 5120 km wide and 4500 m deep. The
resolution is similar in most of the experiments: 160 km
horizontally, 15 levels vertically (respectively, 50 3 3,
100, 150, 200, 250, 300, 350, 400, 450, 500, 550 3 3
m deep). Wind stress is set to zero in order to simplify
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the analysis of the purely thermohaline variability, but
this does not profoundly influence the variability (see
section 6). Traditional subgrid-scale Laplacian param-
eterizations are used for tracer diffusion (700 and 1024

m2 s21, respectively, for the horizontal and vertical dif-
fusivities) along with the convective adjustment scheme
described by Rahmstorf (1993). For momentum dissi-
pation, no vertical viscosity is used in most cases, since
the high horizontal friction needed to resolve the fric-
tional boundary layers within our coarse grid has a much
greater influence (see section 3i). Horizontal viscosity
is parameterized either by the usual Laplacian operator
[in the planetary geostrophic model with Laplacian fric-
tion (PGL) and GFDL MOM] with a 1.5 3 105 m2 s21

viscosity AH to solve for the Munk western boundary
layer (AH/b)1/3, given the horizontal resolution, or by a
simpler linear drag [in the planetary geostrophic models
with Rayleigh friction, with no-slip boundary condition
or (PGR0) Winton’s vorticity closure (PGRW)] with a
friction coefficient «H set to 4.4 3 1026 s21 (6% of the
rotation rate of the earth) to solve for the Stommel fric-
tional boundary layer («H/b).

Most of the models we use implement a no-slip
boundary condition: the GFDL MOM, PGL (Colin de
Verdière 1988; Winton 1993), PG0, and PGR0 (Zhang
et al. 1992). Two models depart fundamentally from this
group: implementing a no-normal-flow boundary con-
dition, they rely on a vorticity balance for solving the
tangential velocities allowed along the boundaries.
Since the frictional vorticity equation incorporates the
continuity equation through the stretching term ( fwZ),
this closure efficiently reduces the vertical velocities
along the lateral boundaries by allowing horizontal re-
circulation of flows impinging into coasts, profoundly
influencing the whole overturning and deep water prop-
erties. Curiously, the associated models PGRW (Winton
1993; Winton and Sarachik 1993) and planetary geo-
strophic with a three-dimensional linear friction relaxing
the hydrostatic approximation (PGS);(Salmon 1986,
1990), are the most reluctant to sustain variability, per-
haps because of the weak overturning and overall ve-
locities they produce (see section 3h).

The sensitivity tests are carried out with the same
forcing: a ‘‘linear’’ fixed surface heat flux, zonally uni-
form and varying linearly with latitude from 45 W m22

at 208N to 245 W m22 at 608N (the area-average is
then zero on the Cartesian grid). One might argue that
using temperature as the only density variable with a
flux boundary condition does not match with the pre-
supposed fast relaxation of SST anomalies under real
atmospheric forcing. Actually, the large spatial scale of
the SST anomalies we observe here, which have there-
fore a significant influence on the atmospheric temper-
ature, hence dramatically lengthens the typical radiative
damping timescale (Seager et al. 1995; Rahmstorf and
Willebrand 1995; Marotzke and Pierce 1997). Further-
more, GZ95 noted that in coupled models, changes in
the poleward heat transport determine predominantly

the local heat content in the convection regions. Mixed
boundary conditions have been thoroughly used in
large-scale ocean modeling during the last decades, but
lead to idiosyncratic behaviors like the polar halocline
catastrophe (Zhang et al. 1993). The strong thermal re-
laxation they imply drives the direct thermohaline cell,
but does not allow for SST changes unless unrealisti-
cally large surface fluxes are induced, although on the
large scale, the oceanic heat capacity is far greater than
the atmosphere’s. Fixed freshwater flux allows more
freedom for the salinity anomalies to develop and play
a leading role regarding the variability of the circulation.
Thus, analyses of decadal oscillations within mixed
boundary conditions have focused on the role of salinity
anomalies: Weaver and Sarachik (1991), then Yin and
Sarachik (1995), proposed an advective–convective
mechanism involving the circulation of salinity anom-
alies in the subpolar gyre, for instance. Nevertheless, it
has been shown that mixed boundary conditions pro-
duce unrealistic feedbacks (Zhang et al. 1993; Power
and Kleeman 1994), therefore we use instead constant
fluxes, a good first-order approximation as suggested by
Chen and Ghil (1996) from the coupling of an ocean
model with an atmospheric energy balance model. Here,
temperature only is used as a simple and meaningful
way to deal with density: the heat forcing should be
considered as a global buoyancy one. We then study the
thermal direct cell and the role of density advection
feedbacks within its circulation.

As reported by GZ95 and HC94, respectively, for the
thermally and salinity driven circulations, zonally uni-
form buoyancy fluxes (varying with latitude) can induce
decadal oscillations. Cai et al. (1995) added that a small
zonal redistribution of surface buoyancy fluxes diag-
nosed at equilibrium under restoring boundary condition
triggers interdecadal variability. In fact, in most of our
models, we observe that zonal redistribution is not re-
quired, in agreement with GP96. For some of the ex-
periments described in HWC, the shift from restoring
boundary conditions to fixed fluxes diagnosed at the
equilibrium does not change the equilibrium, used as
an initial state. However, the same fixed-flux forcing
applied to an ocean at rest (uniform temperature) pro-
duces perpetual oscillations in all the models except two
(PGRW and PGS). In fact, a minimal temperature per-
turbation to the equilibrium state (0.18C over 500 km
3 500 km and 100 m deep) triggers oscillations under
the same diagnosed fixed fluxes in all the models except
PGRW and PGS. This clearly suggests that initial con-
ditions are important and a subtle combination of pa-
rameters, initial state, and forcing gives rise to different
model results in this study and the literature (Cai et al.
1995; GP96); however, most of the experiments in these
previous studies were only initialized with the exact
equilibrium state after the restoring experiments. The
question whether the oscillation behavior depends on
the initial state (same model, parameters, and forcing)
is a fundamental issue: All the experiments that we carry
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out confirm that, if the model does not remain in equi-
librium upon switching to fixed flux boundary condi-
tions (that is rather unlikely in the real ocean, consid-
ering the atmospheric synoptic activity or the radiative
seasonal cycle), then the oscillations that become fully
developed after a few hundred years have the same char-
acteristics for the same parameters and forcing, what-
ever the initial temperature field was (like a mode of
the mean circulation). The statistical characteristics of
the oscillations that we discuss in the following are
therefore robust, regardless of the initial state (see expts
82 vs 83 for instance).

The variability occurring in these models under con-
stant surface heat fluxes (or under restoring boundary
conditions with a long relaxation timescale as in section
6) is concentrated in the thermocline (upper 400 m),
where temperature anomalies reach a few degrees. The
pattern of variability is rather complex and varies widely
depending on the forcing (section 5b): the largest var-
iability usually remains concentrated in the north half,
but in the northwest quarter with diagnostic fluxes. In
the deeper layers, variability is greatly reduced and con-
centrated in convective regions along the polar bound-
ary. The consequences of these temperature deviations
on the model dynamics are always important in terms
of meridional overturning (many Sverdrups) or pole-
ward heat transport (0.05–0.2 petawatt). A typical evo-
lution of the upper 250-m temperatures and velocities
over a period is discussed in section 5d. The oscillation
periods produced by the various models are in the in-
terdecadal range (31 6 15 yr).

3. Parameter sensitivity analysis

a. Methodology

We begin by comparing the variability found in mod-
els using either spherical or Cartesian coordinates. Since
no major differences arise from the use of either co-
ordinate system, we use Cartesian coordinates in all
subsequent experiments in order to study the influence
of b, the Coriolis parameter, the horizontal and vertical
diffusion, the convective adjustment, the momentum
dissipation, the horizontal and vertical discretization, the
basin width, and the forcing amplitude. The forcing for
all these experiments is the ‘‘linear’’ surface heat flux
described in the last section. The numerous experiments
are summarized in Table 1, and Table 2 provides various
statistics for the mean circulation and its variability. The
statistics are computed once the oscillatory state is reg-
ular—that is, when the diagnostic values averaged over
an oscillation period remain constant (usually after 2000
yr). The temperature field is initialized at 48C and the
zero area average of the surface heat fluxes warrants
that the mean basin temperature does not drift in time.

HC94 carried out a similar parameter sensitivity study
for the haline circulation under the natural boundary
condition for salt proposed by Huang (1993), which

drives a very intense overturning cell sinking at low
latitudes. Here, we extend this work for the thermally
driven circulation, with fixed surface fluxes inducing a
direct overturning cell of realistic amplitude. The com-
parison with their results is done whenever the same
parameter is considered.

Different schemes for momentum dissipation and as-
sociated boundary conditions are used (HWC) to test
the robustness of the conclusions we draw about the
influence of processes and parameters. Since the char-
acteristics of the oscillations are sensitive to the inter-
action of model parameterizations, resolution, parame-
ters, and forcing, great care is exercised when different
models produce different behaviors: only general con-
clusions are drawn. In most cases, the oscillatory be-
havior is robust in a large range of parameters and shows
significant variations in terms of SST, velocities, or heat
transport.

When the oscillations are not perfectly regular, the
main period is estimated at the maximum of the power
spectrum density through a Fourier transform of the
mean surface temperature time series (an approximation
symbol is then printed before the period value in Table
2). An oscillation index is defined on the temperature
field, the only common ground between models with
various dynamics, as the basin average of the standard
deviation of temperature s over one period if the os-
cillation is regular, otherwise over a long time compared
to the estimated period:

1
oscillation index 5 s dV,EEE (x,y,z)V

V

where

1
2s(x, y, z) 5 (T(x, y, z, t) 2 T(x, y, z)) dtEt! t

1
T(x, y, z) 5 T(x, y, z, t) dt.Et

t

In addition, traditional diagnostics (means and standard
deviations) are given in Table 2: the total kinetic energy
(KE), the maximum of the meridional overturning
streamfunction (MO) and of the advective poleward heat
transport (PHT), and the area-averaged surface and bot-
tom temperature.

b. Spherical versus Cartesian coordinates

Spherical geometry is necessary for realistic mod-
eling of the oceanic basin-scale thermohaline circula-
tion. However, Cartesian coordinates are far more trac-
table and will be used for further parameter sensitivity
analysis; we first justify the validity of Cartesian co-
ordinates for studying these oscillations. We compare
the mean thermohaline circulation and oscillatory be-
havior of a ‘‘spherical’’ ocean sector and a rectangular
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Cartesian plane, both extending from 208 to 608N with
similar width at 408N (expts 1 and 2). The forcing is
the ‘‘linear’’ surface heat flux, zonally uniform and lin-
early varying with latitude, but whose area average is
subtracted for the spherical coordinates experiment to
ensure no drift of the mean basin temperature (the ex-
trema become 40.4 and 249.6 instead of 645 W m22).
In the Cartesian coordinates experiment (expt 2), the
Coriolis parameter is set to 2V sin(u) such that the value
of b is similar to the one in the spherical case for each
latitude. All the models have been compared but only
the results for PGL are given.

The convergence of meridians with latitude does not
have dramatic consequences on the time-mean circu-
lation, except a slight decrease in KE and PHT compared
to the Cartesian experiments. Since the most energetic
circulation (western boundary current and its extension
as an eastward zonal jet in the polar region) takes place
in the north half of the basin, where the spherical basin
is the narrowest, the transports of mass and heat are
lowered. There is no common modification in the os-
cillatory behavior among the various models: the pe-
riods change by a few years and the index by some 1023

8C. The variability patterns (standard deviation of the
upper 250-m temperature) are nearly identical (Figs. 1–
2).

c. The influence of b

Winton (1996) showed that the b effect is not nec-
essary for decadal variability to occur since an f plane
reproduces the oscillatory behavior. This result is con-
firmed here (expts 3 and 5 to 9) and the influence of
the Coriolis parameter is discussed in the next section.
But first, we want to stress the relevance of the b-plane
approximation for the analysis of the oscillations. There-
fore we compare the last Cartesian experiment with b
varying realistically (expt 2) to the control run (expt 0)
on a Cartesian b plane centered at 408N. There are very
little differences between the mean states and variability
patterns of these two configurations whatever the model
used. However, setting b to zero has a significant in-
fluence on the variability and the mean state, by mod-
ifying the extreme values taken by the rotation rate and
the horizontal divergence of geostrophic flows. The con-
sequences are different between the various models: ro-
bust changes are a net increase in the mean meridional
overturning and, consequently, in the mean bottom tem-
perature (because of a reduced residence time at the
surface). The change in the standard deviation patterns
(Figs. 1 and 3) suggest that the b effect shifts the var-
iability to the northern regions (where f is the strongest)
and toward the western half (Rossby waves), whereas
the stronger variability in the f -plane experiment is
spread over all latitudes, with two extrema in the center
of the northwest and southeast quarters of the basin.
Nevertheless, in agreement with W96, we conclude that

the b effect is not essential for the variability to occur
or to set the decadal period.

d. Influence of the Coriolis parameter

The analysis of the variability in f -plane experiments
is simpler because it removes the contribution of b to
the vertical velocities, which are then determined
through vertical integration of the divergence of the
Reynolds stress (in the purely geostrophic model PGO,
the vertical velocities thus cancel everywhere except
along the boundaries). Then, it is straightforward to
compare the influence of the geostrophic and ageo-
strophic velocities by varying the constant Coriolis pa-
rameter (expts 3 to 9). In all the models, the increase
of the rotation rate reduces the part of the ageostrophic
terms responsible for the nonzonal circulation: Conse-
quently, KE, MO, and PHT decrease. Since the surface
fluxes have more time to influence the surface temper-
ature, colder waters arise in the northern regions, con-
vect, and fill the bottom, whereas warmer surface tem-
peratures (not mixed down by convection) raise the area
average. In spite of a less energetic mean circulation,
the oscillation amplitude and period increase with f.
This suggests that the oscillations rely on the geostroph-
ic balance rather than ageostrophic terms, in agreement
with the conclusions regarding the damping influence
of increasing the friction (section 3i).

The same conclusions apply when varying the mean
Coriolis parameter on a b plane (expts 10 to 14). In
addition, a nonrotating case is implemented, with both
PGL (expt 4) and the MOM code: obviously not relevant
to geophysical flows, these experiments show however
that the resulting circulations, although highly energetic,
do not sustain any oscillations—in fact, a steady state
is achieved within a few years and evolves slightly on
diffusive timescales afterward. In conclusion, the geo-
strophic balance is absolutely essential to the oscillatory
behavior.

e. The damping effect of the horizontal diffusion

Horizontal tracer diffusion appears to be the most
critical damping term for the variability. Whatever the
model, forcing, and initial state, there is a critical value
of KH above which oscillations are damped out (varying
between 800 and 2500 m2 s21 depending on the model
used and the horizontal resolution). Estimations of hor-
izontal (isopycnal) mixing from Lagrangian float tra-
jectories and tracer budgets vary between 500 and 2500
m2 s21 depending on the region of the experiments
(Freeland et al. 1975; Armi and Stommel 1983; Jenkins
1991; Ollitrault 1995), hence the ocean would be close
to a marginally stable state regarding these oscillations.
These values are also commonly used in coarse-reso-
lution models, in which decadal oscillations do not al-
ways occur when constant flux forcing is applied. How-
ever, higher resolution (marginally eddy-resolving)
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FIG. 1. Standard deviation of the upper 250-m temperature (8C) for
the control run (expt 0): PGL under the ‘‘linear’’ surface heat flux
(zonally uniform and linearly varying with latitude from 45 W m22

at 208N to 245 W m22 at 608N) on a Cartesian coordinates b plane
centered at 408N. Regions of variability greater than the area mean
plus the standard deviation are shaded. The time-averaged velocity
field is superimposed [the scale is 3 cm s21 (deg)21].

FIG. 3. Standard deviation of the upper 250-m temperature (8C) for
PGL under the ‘‘linear’’ surface heat flux on a Cartesian coordinate
f plane centered at 408N (expt 3).

FIG. 4. The influence of horizontal diffusivity on the oscillatory
behavior in the standard PGL experiment: Kinetic energy density as
a function of time for KH 5 350 (expt 15, dashed), 700 (control run,
solid), 1500 (expt 18, dash–dotted), and 3000 (expt 21, solid and
constant) m2 s21.

FIG. 2. Standard deviation of the upper 250-m temperature (8C) for
PGL under the ‘‘linear’’ surface heat flux in spherical coordinates
(expt 1).

models, where horizontal mixing is actually carried out
by eddies generated by baroclinic instabilities, seems to
reproduce the decadal variability as well (Fanning and
Weaver 1998). Horizontal diffusion also controls the
regularity of the oscillation, its amplitude, and period
(Fig. 4). In all the models, increasing the horizontal
diffusion smooths the horizontal gradients of tempera-
ture and reduces the horizontal velocities, hence the
mean KE (Bryan 1987). As the diffusivity increases,
the diffusive part of the PHT increases, the deep waters
warm while the surface waters cool. This follows since
diffusion at high latitudes (where gradients are strong)

artificially transports warm waters poleward into the
convection regions, thus forming relatively warm bot-
tom water. Reduced surface temperatures then allow
conservation of the fixed basin heat content. Regarding
the variability, increasing KH lengthens the oscillation
period and reduces its amplitude. These results are con-
sistent with the conclusions of HC94.

As an alternative to the centered difference advection
scheme and explicit horizontal diffusion, we implement
an upstream advection scheme in the horizontal, with
no explicit diffusion (expt 22): the implicit diffusion of
such a scheme is UDx/2, reaching 103 m2 s21 for U 5
1 cm s21 and Dx 5 160 km. This approach of reducing
the explicit uniform diffusion boosts the variability in
all the models, in agreement with an average numerical
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diffusion lower than the previous explicit value. The
oscillation is thus robust to such a simple numerically
derived velocity-dependent parameterization of hori-
zontal mixing, where the horizontal eddy diffusivity is
increased in regions of strong currents (where more ed-
dies are likely to be generated by baroclinic or inertial
instability).

The strong influence of horizontal diffusion is in
agreement with the advective processes (e.g., Weaver
and Sarachik 1991) where density anomalies travel in
the polar regions and modify convection, hence the
strength of the thermohaline circulation. When diffusion
is too strong, these anomalies are diffused before reach-
ing the convection regions, analogous to when too fast
a relaxation is applied to the surface temperature and
thereby damps out any SST deviations. Similarly, Chen
and Ghil (1996) show that in an ocean model coupled
to an atmospheric energy-balanced model, the oscilla-
tion amplitude is strongly dependent on the horizontal
diffusion coefficient for the atmospheric temperature
(playing a role similar to horizontal eddy diffusivity in
the ocean for the damping of SST anomalies).

f. The driving effect of the vertical diffusion

Vertical diffusion plays a crucial role in driving the
overturning thermohaline cell within differential surface
heating. While potential energy is removed by convec-
tion and frictional dissipation, the explicit vertical mix-
ing of buoyancy raises the center of gravity of a stably
stratified density distribution yielding an increase of PE:
this is actually the main source of PE when no wind-
induced mixing is considered (see HWC). Within the
internal thermocline traditional balance (Munk 1966),
the vertical diffusion of heat equals the upward transport
of cold water across the thermocline: Therefore, a tight
dependency of the strength of the overturning circula-
tion is expected. The scaling of the thermocline equa-
tions (detailed in the appendix) shows indeed a depen-
dency of the meridional overturning in under fixed-1/2K v

flux boundary conditions. In fact, we find fit ranging
from to depending on the model. A spatially0.37 0.46K Kv v

uniform vertical mixing allows only a narrow range of
diffusivity coefficients to obtain a realistic overturning:
Since the area of our upwelling region is far smaller
than the real ocean regions where North Atlantic Deep
Water upwells, we need to use a vertical diffusivity
larger than the values estimated from tracer release ex-
periments in the thermocline (Ledwell et al. 1993). The
sensitivity analysis of the oscillatory behavior with re-
spect to Kv is therefore strongly linked to the sensitivity
of the variability to the strength of the thermohaline
circulation since a more energetic circulation is more
likely to develop instabilities. Only the comparison with
the role of the surface heat flux amplitude (section 3l)
allows one to separate the influence of Kv from the effect
of the stronger circulation.

We run all the models for Kv varying from 1025 to

1023 m2 s21. The mean circulation evolves as expected:
with increasing Kv, KE and meridional overturning in-
crease strongly. More vertical mixing of the warm sub-
tropical thermocline induces a cooling of the surface
temperature in this area, whereas the subpolar temper-
atures mixed vertically by convection do not change
much: thus, the mean surface temperature decreases
strongly. The mean bottom temperature, depending prin-
cipally on the surface water properties in the convection
regions, increases slightly. Irregular changes in the var-
iability at lower Kv made us rerun the simulations with
increased vertical resolution (90 levels 50 m deep for
expts 23 and 24) and the results changed significantly
(Yin and Fung 1991). Only the lowest diffusion does
not sustain the variability and reach a steady state after
1500 years. With stronger vertical mixing, the vari-
ability of the temperature field and of all the diagnostics
increases regularly, and faster than linearly, whereas the
oscillation period lengthens (from 21 to 43 yr for PGL).
These conclusions are in agreement with HC94, al-
though the meridional cell is always much stronger in
their study: of the order of 100 Sv (Sv [ 106 m3 s21).

g. The damping influence of the convective
adjustment

Coarse-resolution ocean models cannot resolve the
very short time and spatial scales of open-ocean con-
vection. Therefore, it is parameterized independently of
the advection–diffusion scheme by instantaneous ver-
tical mixing of unstably stratified grid boxes at each
time step. HWC showed that this process accounts for
30%–60% of the potential energy depletion (this is in-
cidentally the computational cost of this routine as well).
Marotzke (1991) noted that the numerical method used
for this adjustment influences the stability of the ther-
mohaline circulation under mixed boundary conditions.
Cessi (1996) pointed out a grid-scale instability induced
by such instantaneous convective adjustment. To assess
the robustness of the oscillations to the convection
scheme, we ran each model with convective adjustment
removed. This is not physically appropriate since static
instabilities now remain in the density fields, but it
proves that the variability is not sustained by the con-
vective adjustment algorithm.

Without convection, the mean circulation is much
more energetic since horizontal density gradients, no
longer mixed down, are enhanced (expts 27 vs 0, 28 vs
3 for PGL on b and f plane): the mean KE, MO, and
PHT are increased. However, less cooling reaches the
bottom waters, which subsequently warm. The upper
layers cannot export their colder waters to depth as ef-
ficiently and cools. PGRW is the only model whose
behavior does not change dramatically with or without
convection. This is probably related to the high contri-
bution of the KE dissipation in the potential energy
depletion (in HWC, the role of convection in this model
was half smaller than in the others: downward vertical



876 VOLUME 29J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

velocities efficiently drove the coldest water to depth).
More relevant to our variability study, the regular os-
cillations observed in most of the models with convec-
tion now become chaotic, although the most energetic
timescales inferred by Fourier analysis remain in the
decadal range, usually longer than the period with con-
vection. The amplitude of the oscillations increases
strongly, as well as the standard deviations of all the
diagnostics. These results suggest that the convection
algorithm does not have a driving role in the variability,
but rather acts as a damping term by mixing negative
temperature anomalies downward. This is also done by
vertical velocities, especially along the boundaries:
without convection, these velocities are even more in-
tense and contribute more efficiently to the vertical
transport of heat and mass, but not enough to balance
for the missing convection.

h. Influence of the momentum dissipation
parameterization and associated boundary
conditions

The momentum dissipation and associated boundary
conditions significantly influence the mean circulation
and deep-water characteristics of a thermohaline cir-
culation model forced by restoring boundary conditions
(HWC). This influence is verified here under fixed-flux
boundary conditions (expts 29–37): The oscillation pe-
riod and index vary widely depending on the choice of
the viscosity scheme and the closure for tangential ve-
locities along the boundaries. However, the differences
among the time-averaged circulations are not as pro-
nounced under this zonally uniform forcing as under
restoring boundary conditions where the zonally and
meridionally averaged circulations, as well as deep wa-
ter properties, were principally related to the upwelling
along the western boundary (HWC). There, the most
intense surface fluxes occurred and had to be compen-
sated, by upwelling of cold deep water when the dy-
namics makes it possible. Thus, for poleward heat trans-
port comparable to the restoring runs, the time-averaged
meridional overturning varies between 6.8 and 10.9 Sv
instead of 7.6 and 15.6 Sv, but the ordering of the mod-
els remains almost the same. The range of variation of
the mean bottom temperature is also reduced, but there
is no significant correlation with the meridional over-
turning (r 5 20.3). The influence of each momentum
dissipation scheme or boundary condition on the oscil-
lation features is difficult to rationalize: Free-slip bound-
ary conditions significantly increase the oscillation am-
plitude and period with Rayleigh or Laplacian viscosity,
but increase as well the nonlinearity of the oscillation
(as shown by less sinusoidal time evolution).

i. The damping influence of friction

The influence of the friction coefficient is similar,
whether the dissipation operator is linear on the hori-

zontal («H in PGRO) or the vertical («V in PGS) or
harmonic (horizontal AH in PGL, vertical AV in MOM).
Increasing the viscosity coefficient always reduces the
mean KE. Increasing horizontal viscosity (expts 37 to
43) usually increases the meridional overturning and
slightly the advective poleward heat transport, whereas
increasing the vertical friction (expt 34 vs 35, and 44–
48) reduces the meridional cell intensity and very weak-
ly the PHT. Both bottom and surface waters slightly
warm: this paradox implies a less stratified thermocline
resulting from more vertical mixing induced by en-
hanced ageostrophic circulation. Increasing the friction
coefficient has the opposite effect on the oscillation from
increasing the Coriolis parameter (section 3d): the pe-
riod shortens and the amplitude decreases (oscillation
index and all diagnostics standard deviations except the
meridional overturning). We observe here more sensi-
tivity to the mixing of momentum than suggested by
HC94 (only the decrease of the mean KE with increased
viscosity agrees with their study). The sensitivity of the
variability to the vertical mixing of momentum is weak,
in spite of the large range of viscosity coefficients tested
(AV 5 0–0.07 m2 s21 in the MOM), as expected from
the large predominance of horizontal viscosity (for nu-
merical reasons): the amplitude of KE variations chang-
es by less than 20% whereas the period changes by less
than a year.

j. Influence of the horizontal resolution

The various models do not respond the same way
when horizontal resolution is changed (expts 49 to 52
for PGL). Since some of them (PG0, PGR0, and PGRW)
implement ‘‘numerical’’ boundary layers that do not
allow a convergence of the circulation when resolution
is increased, the mean circulation varies accordingly.
The mean KE, MO, and advective PHT usually decrease
slightly, as well as the mean bottom water temperature,
with increasing resolution. However, the oscillation be-
havior is quite robust: the period and the oscillation
index vary slightly with finer resolution. The other di-
agnostics vary irregularly and unpredictably. In addition
to the modifications to the mean circulation depending
on the resolution, one must consider the variation of the
grid Peclet number (UDx/KH) when resolution, but not
the model parameters, is changed: diffusion seems pro-
moted relative to advection when the grid spacing is
reduced. Curiously, HC94 found the oscillations very
sensitive to the horizontal resolution in their model: this
may be a consequence of the strong amplitude and var-
iability of the meridional overturning driven by their
natural salt boundary condition.

Below 100-km grid spacing, the planetary geostroph-
ic approximation is no longer justified and we observe
discrepancies with the primitive equations (PE) dynam-
ics. With higher resolution, PE models induce variability
more easily and with larger amplitude, suggesting that
the nonlinear terms or time derivatives in the momentum



MAY 1999 877H U C K E T A L .

equations provide more inertia to the anomalies. This
important issue is being investigated and will be re-
ported in the near future.

k. The sensitivity to the vertical discretization

The influence of the vertical discretization is weak
when we increase the resolution and the number of lev-
els from the control 15-level run (expts 53 to 57) but
quite important if we try to reduce it (expts 58 to 64).
First, this confirms that the choice of vertical discreti-
zation used throughout this study is satisfying in terms
of the oscillation characteristics presented in Table 2.
However, reducing the number of levels and increasing
the upper-level thicknesses leads to strong distortions
in the variability and the mean state of the thermohaline
circulation. In PGL, the use of 8 levels instead of 15 in
the ‘‘linear’’ flux case halves the period and the oscil-
lation index, whereas in PGR0, it suppresses the vari-
ability. When fewer levels are used, the variation of the
level thickness with depth is too important, and nu-
merical problems arise when centered differencing is
used for the vertical advection: sources of cold water
appear at middepth along the boundaries where vertical
velocities are maximum (Bryan et al. 1975; Weaver and
Sarachik 1990; Yin and Fung 1991). In such cases, an
upstream scheme is used for the vertical advection, but
the associated implicit vertical diffusion strongly in-
creases the energy of the thermohaline circulation and
the overturning rate, as well as the amplitude and period
of the oscillations. Even a two-level discretization re-
produces the oscillatory behavior and the variability pat-
tern: such a simple configuration proved very useful in
the study for the underlying oscillation mechanism.

l. Influence of the forcing amplitude

Scaling arguments (detailed in the appendix) show a
dependency of the meridional overturning with the am-
plitude of the surface heat flux to the power ¼, which
agrees fairly well with the numerical experiments (65
to 70) where the linear forcing varies from 65 to 6135
W m22: The best fit for the overturning as a function
of the forcing amplitude are obtained for regression co-
efficients varying from 0.17 to 0.32 (depending on the
models: 0.22 for PGL and on average) in log–log plot.
The mean circulation is increasingly energetic when the
heat flux extrema are increased (KE, MO, and PHT).
The mean surface temperature increases with the stron-
ger warming of the thermocline, whereas the mean bot-
tom temperature decreases with the more intense cool-
ing at high latitudes. The oscillation amplitude increases
regularly with the stronger thermohaline circulation
(standard deviations of temperature, KE, and overturn-
ing), similarly to the effect of increasing the vertical
mixing. However, the period of the oscillation evolves
oppositely since it becomes shorter with increased forc-
ing amplitude. This is reminiscent of the dependence of

planetary wave speeds upon stratification: weaker strat-
ification, associated with higher vertical mixing or lower
vertical density gradient (lower forcing amplitude), in-
duces slower waves that imply longer adjustment and
oscillation periods.

m. Influence of the basin width

The sensitivity of the oscillation to the zonal extent
of the basin is important to provide hints in the mech-
anism setting the period for the variability. The analysis
of the response of a stratified but resting ocean to large-
scale or stochastic wind forcing shows that the time
required for the adjustment by Rossby waves depends
linearly on the basin width (Anderson and Gill 1975;
Frankignoul et al. 1997). However, varying the zonal
extent of our model basin from 2560 km to 10 240 km
(along with the number of grid points to keep the res-
olution constant) shows a dependency of the period with
the width in a 0.46 power law (expts 71–73 for PGL).
As the basin is extended zonally, the time-mean merid-
ional overturning increases (in good agreement with the
scaling given in the appendix) as well as KE and PHT,
whereas the mean surface temperature increases to bal-
ance the colder deep waters formed farther east along
the northern boundary. Meanwhile, the oscillations am-
plitude and period increase as well as the standard de-
viation of KE and PHT (it is not systematic for MO).
Thus, wider basins produce stronger oscillations with
longer periods, increasing roughly as the square root of
the width (instead of proportionally, as would be the
case for a mode of the basin width, given fixed strati-
fication and zonal circulation).

4. The role of the boundaries

a. Motivation

Winton (1996) and GP96 proposed a boundary wave
(viscous analog of Kelvin waves) mechanism that would
achieve the appropriate timescale when propagating
along the weakly stratified boundaries. However, these
two studies did not agree on which boundaries are nec-
essary. Although both suggested that the wave does not
need to propagate around the whole basin to sustain the
oscillations, W96 saw the source of the variability in
the northeast corner of the basin, where the eastward
zonal jet extending the western boundary current sinks
along the eastern boundary. He presented a convincing
description of a perturbation propagating eastward along
the northern boundary with the right timescale. GP96,
in a systematic analysis of the role of each boundary,
concluded that the western boundary is the only im-
portant one for perpetuating the oscillations. In order to
shed light on this issue, we analyze the influence of each
boundary successively and show that none of these is
fundamental to the oscillatory behavior. To eliminate
the western boundary current, we finally perform an
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FIG. 5. Same as Fig. 1 but for a basin extended eastward (a) and westward (b) by an equal area with no forcing
(expts 74 and 79).

experiment in a channel periodic in the east–west di-
rection. Although similar to one of Winton’s experiment,
this configuration gives a different result since decadal
variability occurs both in PGL and the GFDL MOM
code.

b. The eastern boundary

In order to analyze the influence of the eastern bound-
ary, the basin width is doubled through the inclusion of
an eastern ‘‘buffer’’ zone forced with no surface heat
flux (expt 74 for PGL). The consequence of such a
change is not dramatic in any model. Figure 5a compares
the variability of the surface temperature to the control
b plane experiment with Laplacian friction under the
zonally uniform ‘‘linear’’ surface fluxes. The extrema
of the standard deviation of surface temperature are
slightly shifted, but the oscillation conserves its initial
features. The period lengthens by about 10 yr and the
amplitude increases compared to the control run, sug-
gesting that the shorter the distance to the eastern bound-
ary, the more damped the oscillation (in agreement with
the enhanced variability observed when the basin width
is increased in section 3m). The variability pattern re-

mains almost unchanged in the northwest quarter, is
weakest in the southwest quarter, and a new area with
significant variability appears in the center of the trop-
ical region. The same conclusions apply when more
realistic surface heat fluxes are used (diagnosed from
the steady state under restoring boundary conditions for
the surface temperature as in expt 81), although the
western intensification of these fluxes traps the vari-
ability in the western regions and reduces even more
the influence of the eastern boundary: the period in-
creases by 5–9 yr, whereas the oscillation index does
not significantly change.

c. The polar and tropical boundaries

Following the approach used to examine the role of
the eastern boundary, the basin is now extended north-
ward by an equal area with no forcing (expt 75). The
characteristics of the b plane are conserved, although
it leads to unrealistically large values for the Coriolis
parameter in the northern regions (no circulation is ex-
pected there anyway). Nevertheless, no fundamental
changes occur in the oscillatory behavior or the mean
circulation. The period lengthens by more than 10 yr,
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FIG. 6. Same as Fig. 1 but for a basin extended northward by an
equal area with no forcing (expt 75).

FIG. 7. Same as Fig. 1 but for an f -plane basin extended northward
by an equal area, forced by surface heat flux with a cosine profile
symmetric relatively to the previous northern boundary (expt 76).

the oscillation amplitude increases, and the variability
pattern remains very similar to the standard run, slightly
intensified and shifted northward (see Fig. 6). Obvi-
ously, the northern boundary plays a weak role in sus-
taining the oscillations but influences the period. There
is no longer a northern boundary to balance pressure
gradients in the most variable region (still around 608N);
hence viscous boundary waves cannot explain the var-
iability there. Furthermore, the stratification of the ex-
tended area (N ø 5 3 1024 s21) induces timescales much
shorter than decadal for viscous boundary waves trav-
eling around this region. The variability of the temper-
ature field is also very weak in this area (almost not
significant compared to numerical precision). Similar
conclusions are obtained using the other models and
also with more realistic fluxes diagnosed at the end of
the restoring runs (see next section).

The next experiment (expt 76) is set up with the ob-
jective to build a thermocline along both southern and

northern boundaries: for this purpose, a symmetric sur-
face forcing is applied to the basin with extended north-
erly domain, but an f plane is chosen in order to keep
the Coriolis parameter within a geophysical range. A
cosine-dependent surface heat flux profile (full wave,
maximum along the northern and southern boundaries
and minimum at midlatitude) is used. These experiments
produce very intense variability with extreme variations
of the regions of convection in every model (see Fig.
7 for PGL). Compared to the standard geometry f -plane
experiment forced by a half-wave cosine profile re-
spectively maximum (minimum) at the southern (north-
ern) boundary for the heat flux (expt 77), the oscillation
period is longer by 7 yr and the oscillation index dou-
bles. In these cases, we observe a westward propagation
of temperature anomalies in the eastward zonal jet. With
no zonal boundary in this area, viscous ‘‘Kelvin’’ waves
are no longer appropriate and another mechanism must
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be found to justify the propagation, recalling that clas-
sical Rossby waves are not possible since this experi-
ment considers an f plane. Potential vorticity waves on
the mean stratification are a serious alternative since the
meridional gradient of potential vorticity is strongly
dominated by the meridional temperature gradient.

The role of the tropical boundary is investigated in
the same manner as the previous ones, by extending the
basin of an equal area southward with no surface forc-
ing, the b plane now spanning from 208S to 608N. We
do not anticipate a significant dynamical role of this
boundary and the numerical simulations (expt 78 for
PGL) confirm our expectation: the mean circulation and
the oscillations are even more energetic than in the con-
trol run.

d. The western boundary

Only the western boundary remains capable of sus-
taining the oscillations if a boundary is required: GP96,
relaxing the temperature field on a very short timescale
along each boundary successively, reached this conclu-
sion. W96 suggested that a periodic basin (in the east–
west direction) would not produce oscillations, but Mar-
otzke (1990) found decadal variability in the Antarctic
Circumpolar Current, suggesting that boundaries may
not be crucial. As a first step toward understanding the
role of the western boundary, we extend the control
basin westward by an equal area with no forcing (expt
79, Fig. 5b). The circulation remains strikingly similar
to the control run, although the variability is reduced
and shifted eastward from the western boundary current,
where the cooling fluxes apply. However, the western
boundary current is still there, only displaced westward
from the forcing area.

To radically eliminate it, we now consider a channel
periodic in the east–west direction: this is not geo-
physically relevant for the Northern Hemisphere but
might apply more realistically to the Antarctic Circum-
polar Current. Under the ‘‘linear’’ heat flux and in the
absence of meridional boundary, the circulation be-
comes closer to the atmosphere’s—that is, principally
zonal, and so similar in fact that instabilities develop
on the midlatitude thermocline front and generate de-
cadal variability (expt 80). These experiments, imple-
mented both with the GFDL MOM and PGL, suggest
that the decadal period is set by the waves that act as
perturbations of the mean stratification and circulation.
We may speculate that the causes of the variability are
similar to those occurring within the atmospheric polar
front, that is, baroclinic instability, a point examined in
detail in Colin de Verdière and Huck (1999, hereafter
CVH).

These results are in contradiction with a previous ex-
periment done by W96: the equations and most param-
eters (especially horizontal diffusivity) being basically
the same, the weaker forcing used by Winton (equivalent
to 620 W m22 with a half-wave cosine profile) may

explain the discrepancy since a sluggish circulation
(hence vertical shear) is less likely to develop baroclinic
instability (unless details in the coding add to the nu-
merical diffusion, like an upstream vs centered-differ-
ence advection scheme).

5. Hints for the mechanism in the transition from
steady to oscillatory states

The mechanism invoked by GZ95 and HC94 involv-
ing the zonally averaged view of an anomaly of density
traveling in the mean circulation and influencing the
meridional overturning is rather satisfying in the ideal
case of a weakly forced and dissipated system, where
anomalies circulate endlessly as in the Howard–Malkus
loop (Malkus 1972). However, this is not the case on
the decadal timescale, given the large horizontal dif-
fusion used, for instance. Moreover, we will show that
the fundamental dynamical link between the overturning
and the north–south pressure gradient (inducing a time
lag between the two) is necessary for the oscillations
to occur. No variability is observed in traditional zonally
averaged 2D ocean models forced by constant surface
fluxes (W96 and our own experiments). In the experi-
ments of Saravanan and McWilliams (1995), the vari-
ability is driven by the high-frequency noise in the at-
mospheric forcing and integrated by the ocean in in-
terdecadal timescales, and, as such, is based on a very
different mechanism. We only develop herein the anal-
ysis of the mechanism driving the variability in 3D
ocean models forced by constant surface fluxes since a
2D ocean response to stochastic forcing might have dif-
ferent roots.

a. Shift in the mean state when restoring boundary
conditions are changed to fixed fluxes

HWC conducted a series of experiments (expts 81
and 85 for PGL on b and f planes) under restoring
boundary conditions where the surface temperatures
were relaxed to a linear profile varying from 258C at
208N to 28C at 608N, with a relaxation constant of 35
W m22 K21 (Haney 1971). These experiments ended in
steady states within millennia, and we then diagnosed
the equivalent surface heat fluxes for each model. We
now investigate the evolution of the equilibrium states
upon a switch to these fixed-flux boundary conditions.
Regular oscillations appear spontaneously in most of
the models (expts 82 and 85 for PGL on b and f planes),
otherwise a slight perturbation to the temperature field
triggers the variability (except for PGRW and PGS). A
noticeable deviation from the steady state usually ap-
pears within a few hundred years after the shift in
boundary conditions, starting as small amplitude oscil-
lations that grow over several oscillations to steady am-
plitude, as the mean basin stratification adjusts to the
cooler bottom waters formed at the surface. The period
of the oscillations is almost the same from the first weak
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FIG. 8. Transition from the steady state under restoring boundary conditions to the regular oscillations
under fixed fluxes diagnosed at the equilibrium of the restoring run (Fig. 10a) for PGL (expt 82): area-
averaged surface (0–50 m) and bottom (3950–4500 m) temperatures, potential and kinetic energy density,
meridional overturning and maximum advective poleward heat transport as functions of time (after the shift
from restoring to diagnosed fixed flux boundary condition).

ones to the final large steady ones (see Fig. 8), sug-
gesting a linear instability mechanism whose period is
set by the mean circulation or stratification. These ex-
periments provide a unique opportunity to see how the
steady circulation becomes destabilized and evolves into
an oscillatory regime. Furthermore, the oscillations are
analogous to the ones that settle down within a few
thousand years under the same diagnosed fixed fluxes
applied to a uniform temperature field (expt 83 for
PGL).

The change in the mean state is nearly the same for
all the models considered: The mean surface tempera-
ture increases along with a decrease in the mean bottom
temperature, since cooler minimum temperatures are
now achieved at the surface. Potential energy (in its
crudest form: ∫∫∫V rgz dV) thus decreases, whereas ki-
netic energy slightly increases. However, the time-av-
eraged available potential energy (computed with the
method described in HWC) usually slightly increases,
thus discarding this stability argument to justify the os-
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cillatory state. The time-averaged meridional overturn-
ing cell slightly weakens, although the zonal one in-
creases, as well as the potential energy depletion by
convection.

b. Change in the variability patterns as a function of
the forcing field

Depending on the model, parameters, and forcing, two
types of variability appear to take place. The first kind
shows a standing temperature anomaly in the northwest
region, alternatively positive and negative, as shown in
a sequence of snapshots of the upper 250-m temperature
and velocity anomalies during an oscillation period for
PGL under diagnosed heat fluxes (Fig. 9, expt 82). The
second kind, that occurs more often on f planes and under
zonally uniform heat flux (expt 3), consists of temperature
anomalies traveling westward against the eastward zonal
jet in the northern half of the basin. These anomalies
induce geostrophically opposite anomalies in their wake
by deflecting the mean zonal jet, the main provider of
heat in these regions of surface cooling.

Under diagnosed heat fluxes from the restoring runs,
we observe an intensification of the variability in the
western regions compared to the variability under zon-
ally uniform fluxes used in the parameter sensitivity
analysis (Fig. 1 and 10b for PGL on the b plane and
Figs. 3 and 11b for PGL on the f plane, but this con-
clusion applies for the other models as well). These
diagnosed fluxes, also strongly intensified in the western
regions especially because of the intense cooling above
the warm western boundary current, are likely to influ-
ence the local stability of the circulation in this area.

c. The regions with maximum anomaly growth rate

To find out where the variability initiates, we analyze
the temperature deviations from the equilibrium state
after the transition to the diagnosed fixed fluxes (for
each model, producing different surface fluxes at the
equilibrium under restoring boundary conditions). The
extrema of these deviations are usually found at the
surface and the maps of surface temperature deviations
after a few months look strikingly similar to the maps
of surface heat flux where cooling occurs. Namely, most
of the extrema for the first months are within one grid
point of the maximum of surface cooling, but start to
be advected by the mean circulation after a few months.
Figures 10 and 11 compare the upper 250-m temperature
deviations from the initial equilibrium state to the di-
agnosed surface heat flux, respectively, in the b- and
f -plane cases for PGL (expts 82 and 85). All the models
producing variability under diagnosed heat flux simi-
larly show that the seeds of temperature deviation occur
in the regions of maximum surface cooling. Since the
diagnosed surface fluxes are intimately related to the
dynamics through the divergence of the upper layer heat
transport, the regions of maximum surface cooling

might well be the regions where the vertical profile of
velocity is the most likely to be baroclinically unstable:
such a question needs more than a paragraph to be prop-
erly addressed and is discussed in a later paper (CVH).

Note that the initial temperature deviations are hardly
related to the standard deviation of surface temperatures
during the regular oscillatory regime. Our interpretation
is that after a few decades the instability mechanism
shifting the initial state drives the ocean circulation into
a resonant mode of the basin such that the oscillation
pattern is a consequence of the long baroclinic waves
that are periodically excited by the instability mecha-
nism, still providing the necessary source of energy for
sustaining the oscillations against dissipation.

The analysis of the maximum temperature deviations
during the first years following the shift to fixed-flux
boundary conditions suggests that an instability exists
in the regions of surface cooling and that the growth
rate is maximized where the cooling is the strongest.
This result is in agreement with the relation suggested
previously between variability patterns and surface heat
fluxes. It also recalls more general conclusions drawn
within mixed boundary conditions by Weaver et al.
(1991) relating decadal variability to the existence of a
minimum in the freshwater fluxes. Similarly, Chen and
Ghil (1995, 1996) linked the variability to the high-
latitude regions where strong evaporation or cooling
takes place, in a sector ocean model forced by mixed
boundary conditions first, then coupled to an atmo-
spheric energy balance model.

d. A geostrophic amplification of the western
anomalies

Snapshots of the anomalous temperature and velocity
fields in the transient phase as well as during the fully
developed oscillations (Fig. 9) suggest that the immediate
geostrophic adjustment of the horizontal circulation usu-
ally acts as an amplifier of temperature anomalies de-
veloping in the northwestern regions (e.g., due to the
previous instability mechanism). Since the western
boundary current (WBC hereafter) is the provider of heat
in the northern half of the basin, cooled at the surface,
its variations imply large temperature deviations. Thus,
the heat content of the northwest regions evolves in phase
with the WBC transport, as previously noted by GZ95:
see also Fig. 13a for the northern half upper temperatures
versus Fig. 13e (dashed) for the WBC transport. Since
the anomalous temperatures develop a few hundred ki-
lometers off the western boundary (where surface cooling
is stronger), the induced geostrophic velocities tend to
reinforce the initial WBC deviation.

Furthermore, associated with deviations in the west-
ern boundary transport, the upwelling along the western
wall in the northern regions is modified. This upwelling,
sometimes referred to as the Veronis (1975) effect, has
a significant influence on the temperature along the
northwest boundary by bringing up cold water from
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FIG. 9. Snapshots of the anomalies of temperature and velocity in the upper 250 m, in longitude–latitude plane, sampling one oscillation
every 2.3 yr of PGL (expt 82) forced by the heat fluxes diagnosed at the equilibrium under restoring boundary conditions (Fig. 10a, expt
81). The scale for velocities is 1 cm s21 per degree. Cold anomalies (,228C) are in white while warm anomalies (.28C) are in black.
Abscissa is longitude (0-468E), ordinate is latitude (20-608N).
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FIG. 10. Transition from restoring boundary conditions to fixed fluxes for PGL on the b plane (expt 82): (a) surface heat fluxes (W m22)
diagnosed at the equilibrium under restoring boundary conditions (expt 81); (b) standard deviation of the upper 250-m temperature (8C) in
the regular oscillatory regime; (c) and (d) upper 250-m temperature (1023 8C) and velocity (1024 m s21 per grid spacing) deviations, one
and three months after the shift from restoring to diagnosed fixed flux boundary condition. The maximum cooling and deviation regions are
shown by a ‘‘1.’’

depth: its role on the whole thermohaline circulation
and deep-water properties (Böning et al. 1995; HWC)
suggests that it might also play a role in the variability.
This upwelling is roughly proportional to the WBC
transport and is most active in the northern half: the
anomaly it induces along the western boundary is op-
posite of the one on the east of the WBC (inducing the
transport deviation) such that this dipole increases even
more the WBC anomaly. Veronis explained this vertical
transport of cold water as the only way to balance the
artificial cross-isopycnal mixing due to the horizontal
diffusion operator across steeply sloping isopycnals in
the WBC, but Huang and Yang (1996) argue that it
might be an intrinsic feature of the WBC dynamics.
However, this process is not necessary for the variability
to occur (see section 6 for isopycnal mixing).

Then, different processes interact for the evolution of
these temperature anomalies. Geostrophically, because
of the mean meridional temperature gradient, a tem-
perature anomaly tends to be advected westward: for
example, a warm anomaly induces southward anoma-
lous motion on its east side such that cooler waters are
advected in the area, whereas northward motion on its
west side brings warmer waters and shifts the anomaly
to the west. Such a potential vorticity wave propagation
is opposed to the eastward mean flow and, depending
on how large and wide the anomaly grows (controlled
by diffusion as well), one effect or the other will lead
the advection. For instance, under diagnosed heat fluxes
intensified to the west (Fig. 9), the anomalies are quite
stationary in the northwest corner; whereas in the con-
trol run under zonally uniform heat flux, large anomalies
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FIG. 11. Same as Fig. 10 but on the f plane (expts 84 and 85).

move clockwise across the basin as small opposite
anomalies propagate westward along the northern
boundary. In addition to the propagation mechanism,
given the northern region heat balance between eastward
advection of heat and surface cooling, an anomaly de-
flects the eastward zonal jet in its wake such that an
opposite anomaly grows there. When the initial anomaly
is trapped along the western boundary, the opposite one
induced on its east side keeps intensifying and, once
large enough, propagates westward and reverses the
western boundary current anomaly.

e. The meridional overturning adjustment to the
density anomalies

Of course, the geostrophic amplification mechanism
previously described cannot hold for long since it builds
its own destruction. On longer timescales, a growing
warm anomaly in the northwest quarter, increasing the
WBC transport, finally reduces the north–south density

gradient and modifies the global overturning. However,
the adjustment of the meridional cell to the density struc-
ture implies geostrophic (long baroclinic Rossby waves
and potential vorticity waves) and boundary waves,
whose consequences and associated timescales are not
easily predictable. Therefore, we further use an indirect
method in order to relate the oscillation period to this
adjustment process.

The analysis of the response of the thermohaline cir-
culation to small perturbations introduced through the
salinity field in the northern regions enlightens the ad-
justment mechanism. At equilibrium under restoring
boundary conditions for surface temperature (salinity
uniformly set to 35 psu and not forced: expt 81 for PGL),
we introduce a 0.05 psu salinity anomaly in the upper
150 m of the region between 508 and 608N over the
longitudinally centered third of the basin. Salinity is
used rather than temperature because it does not directly
change the surface fluxes under restoring boundary con-
ditions and allows us to differentiate the introduced per-
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FIG. 12. Meridional overturning (Sv) as a function of time under
restoring boundary conditions (dash–dotted) vs fixed heat fluxes di-
agnosed from the equilibrium of the restoring run (dashed), after the
introduction of a 0.05 psu salinity anomaly in the centered north of
the basin. The responses to the opposite anomaly are plotted as well
(dotted). The initial state is the equilibrium state under restoring
boundary conditions. The regular oscillations regime under diagnosed
heat fluxes has a period of 23 yr, very similar to the initial cycles
period. Note the damping effect of the restoring boundary conditions
on temperature anomalies, compared to the amplification under fixed
fluxes.

turbation from the dynamically induced one. A linear
equation of state relates the density anomaly to the tem-
perature (a 5 2 3 1024 K21) and to the salinity (b 5
8 3 1024 psu21). Then, we compare the adjustment of
the equilibrium state to the weak salinity anomaly under
the restoring boundary conditions and the associated
diagnosed fixed-flux boundary conditions. These ex-
periments show a similarity in the response during the
first years, but a different evolution of the perturbations
afterward (Fig. 12 for PGL): The anomalous tempera-
tures are damped out within a few cycles under restoring
boundary conditions, whereas they amplify under fixed
fluxes and reach the full amplitude of the oscillatory
state within a few hundred years, the time for the mean
basin temperature to adjust as well. Except in PGRW,
we observe an overshoot of the meridional overturning
in response to the perturbation under both boundary
conditions. These experiments suggest mainly that the
period of the oscillations is set by the mean stratification
and circulation independently of the perturbation am-
plitude or the boundary conditions: even the infinites-
imal first cycles on Fig. 12 show the same period as the
fully developed oscillations, implying that the temper-
ature anomaly amplitude does not influence their dy-
namics. This is noteworthy since most of the regular
oscillations induce large changes in the upper temper-
ature and circulation such that nonlinear interactions
might be expected as compared to the small perturbation
experiment done here. Temperature anomalies associ-
ated with geostrophic circulation anomalies are seen
traveling westward against the eastward zonal jet in the

northern part of the basin, crossing the basin within a
few years before reaching the western boundary current:
this looks more like geostrophic (potential vorticity)
waves than viscous boundary waves since there is no
intensification close to the coast. This behavior is ob-
served in f plane simulations as well; therefore, these
are not classical baroclinic Rossby waves (based on the
b effect). As pointed out earlier, the meridional varia-
tions of potential vorticity in the upper layers are dom-
inated by the meridional temperature gradient (forced
by the differential heating), and the variations of the
Coriolis parameter become significant only in the deeper
layers where the stratification and the meridional gra-
dients are weak. This implies, incidentally, that the me-
ridional gradient of potential vorticity changes sign in
the vertical over most of the ocean domain, a necessary
condition for baroclinic instability. Furthermore, the
surface-intensified waves mainly feel the meridional
gradient set by the temperature contrasts. These poten-
tial vorticity waves on the mean stratification (function
of latitude) and circulation (eastward zonal jet) provide
a potential explanation for the decadal timescale and for
shaping up the oscillation pattern.

f. A simple box-model analogy for the oscillation

Drastically reducing the degrees of freedom of ocean
models has proved successful in the past for the un-
derstanding of multiple equilibria of the thermohaline
circulation, for instance (Stommel 1961). Box models
are the most simple architecture to investigate process
studies, and we try in the following to brush a picture
of the decadal oscillation in such an idealized formalism.
The analysis of these oscillations in terms of zonal av-
erages is complicated by the phase shift of temperature
deviations along the same latitude circle such that zon-
ally averaged temperatures vary much less than ex-
pected from local deviations. Thus, the definition of
mean temperature for the traditional polar (T1) and trop-
ical (T2) boxes in these models filters most of the var-
iability. However, it allows us to look at the correlation
between meridional overturning (O) and north–south
density gradients (proportional to DT 5 T2 2 T1). We
define a polar and a tropical box of equal size, separated
by the 408N parallel and 400-m deep. In Fig. 13, we
plot the time evolution of the mean temperatures in these
boxes along with their difference, the meridional over-
turning, the WBC transport in the upper 400 m, and
their time derivatives, for the low-resolution run under
linear heat flux (expt 49). In contrast with what is usually
stated in box and zonally averaged ocean models (Stom-
mel 1961), meridional overturning anomalies and north–
south density gradient anomalies are closer to quadra-
ture (correlation coefficient ø 0.95) than in phase (r ø
20.03). Other models give similar results although the
time evolution of the meridional overturning is less si-
nusoidal at higher resolution (see Fig. 8 vs 13). This
confirms that on decadal timescales, the adjustment pro-
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FIG. 13. Mean temperature in the upper 400 m for the north (T1) and south (T2) halves of the basin (8C)
and difference, western boundary current transport in the upper 400 m (GS, dash–dotted) and maximum of
the meridional overturning streamfunction (O, in Sv), ](T2 2 T1)/]t [K yr21], ]O/]t [Sv yr21] as functions
of time during a few oscillations in the low resolution PGL run forced by the ‘‘linear’’ heat flux (expt 49).
The linear regression coefficient is 1.38 (1.0) Sv yr21 K21 between ]O/]t (]GS/]t) and T2 2 T1, with a
correlation coefficient of 0.92 (0.80), whereas it is 20.04 K yr21 Sv21 between ](T2 2 T1)/]t and O or GS,
with correlation coefficients of respectively, 20.97 and 20.79. The slow growth but fast breakdown of the
meridional overturning seen at higher resolution (Fig. 8) is avoided here, thanks to the low resolution.

cess cannot be neglected since the equilibrium over-
turning is never reached.

Consequently, a simple box-model analogy repre-
senting the decadal oscillations is formulated as follows,
with a parameterization of the adjustment process such
that the time derivative of the meridional overturning

is linearly related to the north–south density gradient
anomaly. We consider a thermocline box (volume: V ø
2000 km 3 4000 km 3 400 m, temperature: T ø 128C),
warmed by a constant heat flux (A 3 QH: A ø 2000
km 3 4000 km, QH ø 35 W m22), and a cold box
(volume: V0 k V, temperature: T0 ø 58C) including the
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FIG. 14. A simple box model for the oscillation.

polar and deep waters, cooled by the opposite heat flux,
such that the mean basin temperature remains constant
(Fig. 14). The mass exchange (O ø 10 Sv) between
these boxes represents the traditional overturning cell,
moving thermocline waters poleward through the west-
ern boundary current, balanced by upwelling across the
base of the thermocline (in the interior and/or along the
western boundary). Thus, the equations controlling the
temperature of the boxes are

]T
r C V 5 1AQ 1 r C O(T 2 T )0 P H 0 P 0]t

]T0r C V 5 2AQ 1 r C O(T 2 T ).0 P 0 H 0 P 0]t

Decomposing T, T0, and O in a time average and de-
viation, noted by an overbar and a prime, respectively,
the time-averaged equations become

r0CPO(T 2 T 0) 5 AQH,

whereas the first-order linearization for the deviation
from the time average gives

]T9 O9 O
5 2 (T 2 T ) 2 (T9 2 T9)0 0]t V V

T 2 T 1 105 2O9 2 T9O 1 , (E1)1 2V V V0

recalling that the mean basin temperature is constant:
VT9 1 V0 5 0. From the previous paragraph, the rateT90
of change of the overturning deviation is chosen pro-
portional to the south–north temperature anomaly gra-
dient to parameterize crudely the time lag between
anomalous pressure anomalies and overturning adjust-
ment (the proportionality constant k is found around 1
Sv yr21 K21 in most of the numerical experiments):

]O9 V
5 k(T9 2 T9) 5 T9k 1 1 . (E2)0 1 2]t V0

In a first approximation mostly verified in the ex-
periments forced by diagnosed heat flux (Fig. 8), we
suppose that |O9/O | k |T9/(T 2 T 0)| (this is barely
achieved in Fig. 13 by a factor of 3) such that the second
term in the right-hand side of (E1) can be neglected.

Then, the time evolution of T9 is simply sinusoidal with
period 2p[k(T 2 T 0)(1/V 1 1/V0)]21/2 ø 23 yr, with T
2 T 0 5 78C. However, when solving the full system
(E1, E2), the previously neglected term in (E1) leads
to an e-folding timescale similar to the period: t 5
2[O(1/V 1 1/V0)]21 ø 19 yr. Obviously, we lack a driv-
ing term representing the instability process that sup-
plies energy to the perturbation during each period to
sustain the oscillations: the possibility of baroclinic in-
stability as a potential candidate has been alluded to in
the past on theoretical grounds (Colin de Verdière 1986),
but has yet to be recognized as an important source of
large-scale variability in coarse oceanic GCMs—this is
the subject of CVH. Nevertheless, this simple model
illustrates how crucial for the oscillation is the time lag
between the overturning and the north–south density
gradient, through the westward propagation of various
waves (geostrophic, Rossby, PV, or viscous boundary)
across the basin. If O9 is taken in phase with (T9 2

), no periodic solution can be found. Finally, the pa-T90
rameterization makes sense if one imagines the ther-
mohaline cell forced by differential gravity forces, like
in the Welander’s circulation tube of Malkus (1972)
where the rate of change of the transport is related to
the torque of the weight applied to the nonuniform fluid
density.

6. Robustness of the variability to various
parameterizations and forcing

The range of forcing leading to variability in the lit-
erature suggests that at least one variable of the density
equation requires more freedom than allowed by the
usual short timescales used in restoring boundary con-
ditions. Applying the idea of Schopf (1983), we reduce
the implicit infinite heat capacity of the atmosphere as-
sumed in strong restoring boundary conditions by re-
ducing the relaxation constant (lengthening the restoring
timescale). At the same time the specified atmospheric
temperature amplitude is increased such that the ther-
mohaline circulation keeps a reasonable intensity. GZ95
carried out similar experiments that resulted in decadal
oscillations. With the same parameters as the control
run described in section 2, we carried out experiments
(expt 86 for PGL) with restoring temperatures varying
from 298C at 208N to 228C at 608N and a relaxation
constant of 10 W m22 K21, as suggested by Seager et
al. (1995) from simple thermodynamic models of the
lower atmosphere: Regular decadal oscillations were
sustained for thousands of years with amplitude and
periods similar to the control run. The standard deviation
of the upper 250-m temperature is shown in Fig. 15 and
looks very similar to previous variability patterns. The
time-averaged surface fluxes vary between 250 W m22

in the northwest corner to 30 W m22 along the tropical
boundary. We also obtained variability under restoring
boundary conditions with traditional relaxation constant
(35 W m22 K21) when using increased vertical mixing
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FIG. 15. Same as Fig. 1 for PGL, under restoring boundary con-
ditions for the surface temperatures to a linear profile varying from
298C at 208N to 228C at 608N, with a 10 W m22 K21 relaxation
constant.

for tracer ($5 3 1024 m2 s21) in the MOM (but not
with the planetary geostrophic models): the intensity of
the meridional overturning is then strong enough (.25
Sv) and decadal oscillations occur spontaneously. Al-
though in this case the surface damping of anomalies
does not vary, it is the amplitude of the overturning
(through stronger instabilities of the western boundary
current or the eastward zonal jet) that triggers the os-
cillations.

The potential role of the upwelling along the western
boundary in sustaining the oscillation is invoked in the
description of the geostrophic processes amplifying
temperature anomalies (section 5d). This is also sup-
ported by the reluctance of PGRW (where vertical ve-
locities are reduced along the boundaries by allowing
horizontal recirculations in tangential velocities along
the coasts) to sustain variability under fixed fluxes di-
agnosed at equilibrium under restoring boundary con-
ditions (also if horizontal diffusion is increased to 1000
m2 s21 under ‘‘linear’’ heat fluxes, PGRW is the only
one to remain in a steady state). To investigate the sen-
sitivity of the oscillatory behavior to diapycnal mixing
(through cross-isopycnal vertical velocities along the
boundaries), we compare various experiments with the
GFDL MOM. The geometry, parameters, and forcing
remain the same as in the control run except that now
the mixing tensor is rotated along isopycnal coordinates
(the background vertical diffusivity was not changed
from the control run). The oscillations prove robust to
this parameterization (expt 87): the period becomes ir-
regular (around 20 yr) while the amplitude of KE var-
iations increases. We then include the Gent and
McWilliams (1990) parameterization for mesoscale
eddy-induced tracer transport (expt 88): The amplitude
of the oscillation is now reduced and the period short-
ened (16 yr instead of 25), but the variability is still

sustained with patterns similar to the control run. The
same conclusions apply when this parameterization is
used along with horizontal mixing (expt 89).

The addition of a steady wind stress, forcing a bar-
otropic streamfunction that interacts nonlinearly with
the thermohaline circulation, is also carried out [expt
90 for PGL with the analytical wind stress of Bryan
(1987)]. Various profiles of zonally uniform zonal wind
stress are tested, inducing one or two gyres in the stan-
dard flat-bottomed basin. In all cases, the oscillations
survive, with shifts in the variability patterns and chang-
es in the period and amplitude. It seems that the inter-
action with the wind-forced circulation, as implemented
here, does not influence the mechanism driving the de-
cadal variability of the thermohaline cell. However, re-
cent experiments with reduced vertical mixing suggest
that the amplitude of the wind forcing may significantly
affect the period.

Finally, we introduce seasonal variations in the forc-
ing field (similar to the North Atlantic annual cycle for
the zonal-mean net downward heat flux) to test the ro-
bustness of the decadal variability to continuously vary-
ing forcing and circulation (expt 91 for PGL). This has
no significant effect on the oscillation, although the lin-
ear equation of state, the lack of wind stress, and fresh-
water forcing (and their seasonal variations) might con-
tribute to these limited changes. The seasonal cycle,
whose amplitude remains smaller than the decadal one,
seems not to interact at all with the longer scales of
decadal oscillations.

7. Conclusions

We have analyzed interdecadal oscillations of the
thermohaline circulation arising under fixed surface
fluxes (or restoring boundary conditions with realisti-
cally long restoring timescales) in box-geometry ocean
basins, with planetary geostrophic and primitive equa-
tions models at coarse resolution (160 km). Through a
systematic comparison of the results from several mod-
els with different parameterizations of momentum dis-
sipation and associated boundary conditions, an exten-
sive parameter sensitivity analysis enables us to deter-
mine which processes are critical to the variability. Use
of spherical or Cartesian coordinates, as well as the
variation of b with latitude or a constant midlatitude
value, were shown to have no crucial influence on the
oscillations. However, f -plane experiments suggested a
leading role of the geostrophic balance since increasing
the Coriolis parameter increases the oscillation ampli-
tude and period although it weakens the mean circu-
lation. Furthermore, a nonrotating experiment, although
highly energetic, induced no variability. Vertical dif-
fusion has a driving role on the variability (certainly
through its influence on the meridional overturning),
while horizontal diffusion has a crucial damping role.
Within the range of uncertainty in the actual ocean mix-
ing, the variability is sustained in all of the models or
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in none. A numerical scheme relating the horizontal
mixing to local velocities, as well as isopycnal mixing
with or without the eddy-induced tracer transport pa-
rameterization of Gent and McWilliams (1990), does
not profoundly influence the oscillatory behavior. Con-
vective adjustment, well-known to produce grid-scale
noise and influence the stability of the thermohaline
circulation, is not necessary to sustain these oscillations
(only for the removal of static instabilities). Momentum
dissipation parameterizations and associated boundary
conditions have a significant influence on the oscillation
period and amplitude, although they only modify the
velocities along the boundaries but not the geostrophic
balance in the interior. Nevertheless, the variability is
reproduced in all these models. The friction coefficients
have a damping effect on the oscillations, in agreement
with the driving role of the Coriolis parameter. Hori-
zontal and vertical resolutions are not fundamental but
may modify the variability if not fine enough: the var-
iability also occurs more easily at higher resolution.
Thus, interdecadal oscillations stand out as a robust geo-
strophic feature of thermohaline circulation models
forced by constant surface fluxes in idealized geometry,
but their amplitude and period is controlled by param-
eterized subgrid-scale diffusion processes.

We further investigated the role of the boundaries and
the propagation of viscous boundary waves, as proposed
in previous studies. Our results suggest that the prop-
agation of boundary waves along a weakly stratified
boundary does not capture the overall processes that
explain the characteristics and timescales of the oscil-
lations. The intensification of the standard deviation of
the upper-layer temperature in the northwest quarter of
the basin, in the eastward zonal jet continuing the west-
ern boundary current where surface cooling is the stron-
gest, suggests instability processes in this area (the rel-
evance of baroclinic instability is thoroughly analyzed
in CVH).

We finally provide hints for the driving mechanism
in the analysis of the transition between a steady state
(under restoring boundary conditions) and an oscillatory
regime under the fixed fluxes diagnosed at equilibrium
of the restoring run. The time-averaged state varies be-
tween the two regimes, since cooler deep water is
formed during the oscillations (the potential energy, but
not the available potential energy, is lower in the final
state). The initial deviations from the steady state ap-
pears in the regions of strongest surface cooling, where
a purely geostrophic amplification mechanism of tem-
perature anomalies in the vicinity of the western bound-
ary takes place. The oscillation period is related to the
meridional overturning adjustment to density anomalies.
Finally, a simple box model is proposed that captures
the phase shift between the meridional overturning
anomalies and anomalous north–south temperature gra-
dients and reproduces the oscillatory behavior and pe-
riod.

Even if these oscillations might not apply to the real

ocean because of the damping of baroclinic modes by
bottom pressure torque with realistic topography (Win-
ton 1997; Greatbatch et al. 1997, manuscript submitted
to J. Geophys. Res.), understanding the variability in
simple configurations is a first step in addressing more
complex and realistic scenarios.
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APPENDIX

Geostrophic Scaling of the Overturning
Streamfunction under Constant Flux Boundary

Condition

Huang and Chou (1994) developed a geostrophic
scaling for the ocean circulation driven by constant
freshwater flux, applied by Weaver and Garrett1 to the
buoyancy flux. We briefly recall this scaling to allow a
comparison with the numerical experiments. Let U and
V be characteristic horizontal geostrophic scales, W a
characteristic vertical velocity; D a characteristic ther-
mocline depth scale; LX and LY the zonal and latitudinal
scales of the ocean basin, f the Coriolis parameter; bX

and bY characteristic buoyancy contrasts in each direc-
tion (a priori different), and B the characteristic surface
buoyancy flux. From hydrostatic and geostrophic bal-
ances, the thermal wind equation gives

fU b fV bY X5 or 5 .
D L D LY X

The continuity equation relates U, V, and W through the
typical length scales:

U V W
5 5 .

L L DX Y

Given a constant vertical diffusivity KV, the Munk bal-
ance for the vertical advective–diffusive tracer equilib-
rium across the thermocline imposes KV 5 WD. Then,
the density gradient can be related to the surface fluxes
via the boundary condition:

]b b
K 5 B, that is, K 5 B,V V]z D

and via the horizontal tracer advection in the thermo-
cline:

1 Unpublished manuscript on the sensitivity of the thermohaline
circulation in an OGCM to vertical eddy diffusivity.
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TABLE A1. Power law for the dependency of the meridional overturning on various parameters.

Parameter Range Scaling PGL PG0 PGR0 PGRW Mean

f on f plane
f on b plane
Kv

B
Lx

[2Vsin(148)22Vsin(668)]
[2Vsin(268)22Vsin(908)]
(1025–1023 m2 s21)
(5–135 W m22)
(2560–10 240 km)

21/4
21/4

1/2
1/4
3/4

20.60
20.32

0.37
0.22
0.69

20.35
20.27

0.46
0.32
0.60

20.57
20.22

0.41
0.17
0.73

21.07
20.60

0.45
0.22
0.85

20.65
20.35

0.42
0.23
0.72

b bX YDU 5 DV 5 B,
L LX Y

which shows that bX 5 bY 5 b. Thus, the thermocline
depth and the meridional overturning can be deduced
from the parameters:

1/42K L L fV X YD 5 ,1 2B

1/42 3 3K L L BV X YC 5 UDL 5 VDL 5 WL L 5 .Y X X Y 1 2f

Table A1 gives the regression coefficients of C func-
tion of each parameter in log–log coordinates for the
numerical experiments with various models. Most of
these values match reasonably the scaling except for the
Coriolis parameter on f planes, a rather disturbing result
since the geostrophic equations are precisely the basis
for the scaling. The b-plane dynamics agree better with
the scaling, although it is not explicit in the scaling.
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