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ABSTRACT

The North Atlantic is characterized by basin-scale multidecadal fluctuations of the sea surface tem-

perature with periods ranging from 20 to 70 years. One candidate for such a variability is a large-scale

baroclinic instability of the temperature gradients across the Atlantic associated with the North Atlantic

Current. Because of the long time scales involved, most of the studies devoted to this problem are based on

low-resolution numerical models leaving aside the effect of explicit mesoscale eddies. How high-frequency

motions associated with the mesoscale eddy field affect the basin-scale low-frequency variability is the

central question of this study. This issue is addressed using an idealized configuration of an ocean general

circulation model at eddy-permitting resolution (20 km). A new diagnostic allowing the calculation of

nonlinear fluxes of temperature variance in frequency space is presented. Using this diagnostic, we show

that the primary effect of mesoscale eddies is to damp low-frequency temperature variance and to transfer

it to high frequencies.

1. Introduction

The existence of basin-scale multidecadal fluctuations

of the North Atlantic sea surface temperature (SST) is

long established (Bjerknes 1964; Kushnir 1994). It con-

sists of a horseshoe pattern of SST anomaly extending

from the subpolar gyre to the tropics and a weaker

anomaly of opposite sign south of the equator (Kushnir

1994; Deser et al. 2010; Zhang et al. 2019). Proxy records

across the North Atlantic have demonstrated the ubiq-

uitous nature of this low-frequency variability (Knudsen

et al. 2011) over the past 8000 years. This multidecadal

variability has periods in the range 20–70 years (Folland

et al. 1984, 1986; Chylek et al. 2011) and ismostly referred

to as the Atlantic multidecadal variability (AMV) to em-

phasize the fact that the variability is not an harmonic

oscillation at a single frequency but consists of a broader

band of low-frequency signals (Zhang 2017).

An AMV index can be defined as a 10-yr running

mean of linearly detrended SST anomalies averaged

north of the equator in the Atlantic (Enfield et al.

2001). Positive phases of this index occurred during the

middle of the twentieth century and since 1995, and

negative phases occurred during the early twentieth

century and during the 1964–95 period. The large-scale

low-frequency variability has significant impacts on

the Sahel–Indian summer monsoon rainfall, Atlantic

hurricane frequency, and summer climate over western

Europe and North America. See Zhang et al. (2019) and

references therein for an extensive list of possible im-

pacts of AMV on climate.

Three main mechanisms have been proposed to ex-

plain the observed low-frequency SST variation. Because

of the lack of data on such long time scales, no clear

consensus has emerged. The first (controversial) one

is linked with radiative forcings from anthropogenic

aerosols and greenhouse gases (e.g., Watanabe and

Tatebe 2019, and references therein). The second one
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is related to the integration of the atmospheric white

noise by the ocean giving rise to a reddened spectrum

(Hasselmann 1976; Frankignoul and Hasselmann 1977).

The third mechanism has dynamical origins and is related

to intrinsically unstable multidecadal ocean modes. The

relative contributions of these paradigms to the observed

low-frequency variability of the North Atlantic climate

continues to be fiercely debated (Clement et al. 2015;

Zhang et al. 2016; O’Reilly et al. 2016; Gastineau et al.

2018; Zhang et al. 2019). Thework presented in this paper

focuses on the physics of intrinsic ocean modes.

Using a coupled general circulation model (CGCM),

Delworth et al. (1993) were able to reproduce the pat-

tern and time scale of the variability and concluded that

the AMV is intimately related to Atlantic meridional

overturning circulation (AMOC) changes. Since then,

the linkage between multidecadal AMOC variability

and AMV has been found in many CGCMs (e.g.,

Delworth and Mann 2000; Danabasoglu et al. 2012;

Keenlyside et al. 2016; Drews andGreatbatch 2017; Kim

et al. 2018). Ba et al. (2014) performed a multimodel

analysis of the AMV and found that, in 8 of the 10

models they considered, midlatitude SST variations are

correlated with AMOC fluctuations. Numerous other

studies employing CGCMs (Delworth and Greatbatch

2000; Cheng et al. 2004; Dong and Sutton 2005) con-

cluded that the variability is due to a damped internal

mode of the ocean, forced by atmosphere stochastic

forcing. Wills et al. (2019) suggested that the atmo-

spheric response to extratropical SST anomalies is es-

sential to explain the AMV amplitude but that it is the

ocean circulation that sustains SST anomalies on long

time scales. Observations and high-resolution CGCM

support the idea that the recent cooling trend in the

subpolar North Atlantic upper-ocean temperature since

2005 is closely linked to the observed decline in the

AMOC (Robson et al. 2016).

A complementary approach to the one employing

statistical analyses of CGCM outputs consists of isolat-

ing the ‘‘simplest’’ configuration where interdecadal

variability exists and decreasing step by step the degree

of idealization (Greatbatch and Zhang 1995; Chen

and Ghil 1996; Zu et al. 2013; Colin de Verdière and

Huck 1999; Huck et al. 1999, 2001; te Raa and Dijkstra

2002; Dijkstra and Ghil 2005; Arzel et al. 2006, 2007;

Sévellec and Huck 2015; Huck et al. 2015; Jamet et al.

2016; Arzel et al. 2018). The mode’s existence was first

shown in a rectangular flat-bottomed single-hemispheric

basin, with prescribed surface heat fluxes and plane-

tary geostrophic dynamics (Greatbatch and Zhang

1995; Colin de Verdière and Huck 1999). In this con-

figuration, a large-scale baroclinic instability continu-

ously feeds a large-scale mode that gives rise to SST

variability, which is associated geostrophically with the

meridional overturning circulation (Colin de Verdière
andHuck 1999; te Raa andDijkstra 2002). The period of

the mode is explained by the basin transit time of tem-

perature anomalies set by the combination of Rossby

waves and geostrophic self-advection. The same mode

of variability was later demonstrated to exist in a real-

istic configuration of the North Atlantic (Sévellec and

Fedorov 2013). Arzel et al. (2018) further showed that

the internal ocean mode produces maximum SST vari-

ance in the western part of the subpolar gyre, in agree-

ment with the observed signature of the AMO in the

North Atlantic.

Sensitivity studies carried out at low resolution based

on either idealized or realistic oceanic configurations

have demonstrated the critical influence of the hori-

zontal and eddy-induced turbulent diffusivities on the

properties of the internal ocean mode (e.g., Huck et al.

2001; Arzel et al. 2018). More specifically, the variability

disappears for diffusivity values that are typically in

the range of observational estimates (500–1000m2 s21)

casting therefore some doubts on the relevance of this

self-sustained internalmode for the observed variability.

The same conclusions are found for the influence of the

isopycnal diffusivity within the Gent and Mcwilliams

(1990) parameterization in a realistic configuration (Arzel

et al. 2018).Moreover, LaCasce and Pedlosky (2004) have

shown that large-scale anomalies associated with Rossby

waves are prone to mesoscale baroclinic instability; they

further suggested that the presence ofRossbywaves in the

mid- to high latitudes is unlikely because, at these lati-

tudes, Rossby wave periods are slow compared to the

destabilization time scale. In contrast, the study of Huck

et al. (2015) suggested that the large-scale mode is robust

to mesoscale turbulence. Using a series of experiments

from coarse up to eddy-resolving (10km) resolutions,

these authors showed that the spatial structure of the

mode is modified, in agreement with the changes in

the mean state as the resolution is refined; however, the

main period and physical mechanism of the mode re-

mains robust. An explanation for this apparent contra-

diction could be that, instead of being a freely evolving

mode as in LaCasce and Pedlosky (2004), the large-scale

mode is continuously extracting energy from the mean

flow through a large-scale baroclinic instability, allowing

it to overcome the eddy-induced dissipation.

Even if some studies suggest that themode is robust to

mesoscale turbulence, the interaction between the low

frequencies and the high frequencies associated with

turbulence remains an open question. Indeed, Huck

et al. (2015) speculated that because the range of vertical

diffusivity coefficient Ky allowing the existence of the

low-frequencymode is larger at eddy-resolving resolution
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than at low resolution, the eddy field may in fact act as a

stochastic excitation of the low-frequency mode. This

idea is reminiscent of the studies of Frankcombe et al.

(2009), Sévellec et al. (2009), and Arzel and Huck (2020),

who suggested that the SST multidecadal temperature

variability could be explained by a damped oceanic mode

forced by atmospheric noise. Juricke et al. (2017) sug-

gested that the low-frequency variability at coarse reso-

lution can be better simulated by enhanced subgrid-scale

variability, where the latter is included by applying sto-

chastic perturbations to the GM scheme. Additionally, a

recent series of studies (Arbic et al. 2012, 2014; Sérazin
et al. 2015; O’Rourke et al. 2018; Sérazin et al. 2018)

further suggests that mesoscale eddies undergo what has

been called a ‘‘temporal inverse cascade of kinetic en-

ergy.’’ This cascade is reflected in a transfer of kinetic

energy from the high-frequency mesoscale eddy field to

lower frequencies and seems to support the idea of a

possible forcing of the low-frequency mode by mesoscale

eddies. However, there seems to be a contradiction be-

tween the idea that diffusion, which parameterizes the

effect of eddies, is a sink of temperature variance and that

eddy turbulence might also be a source term for the low-

frequency mode.

In this work we seek to further investigate the effect of

high-frequency motions associated with the mesoscale

eddy field on the basin-scale low-frequency motions

associated with the internal ocean mode. More specifi-

cally, we aim to determine the direction and intensity of

these nonlinear temperature variance fluxes in fre-

quency space. We choose here to focus on temperature

variance rather than on available potential energy for

several reasons: 1) It is a variable that is directly mea-

surable (unlike available potential energy), 2) the effect

of AMV is predominantly observed in SST, and 3) the

temperature variance budget has been extensively used

in studies on intrinsic interdecadal variability of the

ocean (e.g., Colin de Verdière and Huck 1999; Arzel

et al. 2006, 2007; Buckley et al. 2012; Jamet et al. 2016;

Arzel et al. 2018; Gastineau et al. 2018) and has proved

to be a powerful tool to understand its underlying

mechanism. Here a new method is developed to com-

pute these fluxes and applied to the simplest setup where

both the large-scale low-frequency mode and mesoscale

eddies are known to exist: a flat-bottom, single-hemi-

spheric, rectangular basin forced only by constant heat

fluxes at the surface with eddy-permitting resolution. The

limited extent of the grid due to the single-hemispheric

basin allows for the simulation of both low-frequency

(20–50 years) and high-frequency variability.

The article is organized as follows: in section 2, the

numerical setup, the mean state, and the low- and high-

frequency variabilities are described. In section 3, we

present a new diagnostic that is used to study the tem-

perature variance fluxes in frequency space. In section 4,

we derive an equation for the low-frequency tempera-

ture variance and show in physical space the influence of

mesoscale eddy variability on the low-frequency variance.

In the last section we conclude and discuss our results.

2. Model description, mean flow, and variability

a. Model description

We use the MITgcm (Marshall et al. 1997) in a rect-

angular flat-bottom basin with a Cartesian geometry

on a b plane centered at 408N. The zonal and meridional

extents are, respectively, Lx 5 500 km (’478 at 208N)

and Ly 5 4500km (’408), and the southern boundary

is located 2000km north of the equator. An eddy-

permitting horizontal resolution of 20 km is used in

both directions. Huck et al. (2015) used higher resolu-

tion, up to 10km, but despite a stronger intensity of the

mesoscale eddy field at the highest resolution, no qual-

itative changes in the characteristics of the multidecadal

variability were found between the 10- and 20-km runs.

The depth is H 5 4500m and there are 40 levels in the

vertical with grid spacing increasing from 10m at the

surface to 400m at the bottom.

The ocean is forced by a steady heat flux at the sur-

face. This flux is zonally uniform and decreases linearly

with latitude from 50Wm22 at y 5 0km to 250Wm22

at y 5 4500km, similar to Huck et al. (2015). Since our

focus is on the physics of the low-frequency variability

forced by prescribed surface heat fluxes, wind stress

forcing is set to zero in our experiments. The effect of

the wind stress forcing has been studied extensively in

Quasigeostrophic models and was shown to produce

subdecadal gyre variability (e.g., Berloff andMcWilliams

1999; Simonnet and Dijkstra 2002; Berloff et al. 2007).

How wind stress forcing affects the results of the present

study remains to be addressed. A linear equation of state

is used with temperature as the only active tracer and the

thermal expansion coefficient is assumed uniform with a

value of a5 23 1024K21. Horizontal biharmonic eddy

diffusivity and viscosity are used with the same uniform

value of 1011m4 s21. The vertical viscosity is ny 5
1023m2 s21. No Gent–McWilliams parameterization

(Gent andMcwilliams 1990) is used. Static instability is

removed by enhanced mixing of the water column

(to 100m2 s21). In this single-hemispheric basin, the

meridional overturning circulation (MOC) strength

(defined below) is strongly dependent on the value of

the vertical diffusivityKy, in agreement with the classical

geostrophic scaling in the vertical advective–diffusive

balance showing a K1/2
y law for the strength of the MOC

under prescribed surface fluxes (Huang and Chou 1994;
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Huck et al. 1999). Hence, we choose to use Ky 5 2 3
1024m2 s21 to obtain a MOC strength close to 10Sv

(1 Sv [ 106m3 s21).

b. Time-mean circulation and low-frequency
variability

Under this configuration, low-frequency variability of

the temperature field spontaneously develops. A de-

tailed description of the variability developing in very

similar geometries can be found, for instance, in Huck

et al. (1999), Huck and Vallis (2001), and Huck et al.

(2015). Here we will only give a short description of its

main characteristics. The low-frequency variability of the

three-dimensional temperature field is well described by

the first complex empirical orthogonal function (CEOF)

that contains 60%of the temperature variance. TheCEOF

are calculated using 20 days average outputs on a 300-yr-

long simulation. Similar to the widely used empirical or-

thogonal function, CEOF are the eigenvectors of the

complex covariance matrix of a complex temperature

anomaly that is calculated using the Hilbert transform of

the detrended temperature anomaly (Von Storch and

Zwiers 2001). CEOF are more suitable than EOF to

describe propagating features: the large-scale mode is

indeed contained in a single CEOF while it would re-

quire two EOFs to describe the same mode. The tem-

perature anomaly associated to a CEOF can then be

reconstructed using the following formula:

u
CEOF

(x, y, z, t)5PC
re
(t)CEOF

re
(x, y, z)

1PC
im
(t)CEOF

im
(x, y, z), (1)

where re and im stand for, respectively, the real and

imaginary parts and PC is the principal component of

the corresponding CEOF. Figure 1 shows that the low-

frequency variability takes the form of a large-scale

temperature anomaly propagating northward, located

mainly in the northwestern half and in the upper 500m

of the basin with SST anomaly larger than 3K at some

locations. Contours of the time-mean temperature are

also shown on the same figure; mean temperature de-

creases northward with isotherms outcropping in the

northern half of the basin. In the absence of surface wind

stress forcing, box-oceanmodels show a single thermally

driven anticyclonic gyre with a western boundary cur-

rent that remains attached to the coast from tropical to

subpolar latitudes. The implied poleward heat transport

along the western boundary makes the western part of

the subpolar area (typically north of 508N) always

warmer than the eastern part, which is opposed to what

is seen in observations at subpolar latitudes. This dif-

ference in the SST climatology does not have any con-

sequences for either the energy source (i.e., large-scale

baroclinic instability) or the main features of the vari-

ability. All these aspects are preserved when using a

more realistic geometry (Sévellec and Fedorov 2013;

Arzel et al. 2018; Arzel and Huck 2020).

Figure 1 (bottom) shows the real and imaginary

parts of the PC and the time series of the MOC

strength. The MOC strength is defined as the vertical

and meridional maximum of the time-mean over-

turning streamfunction, which is

C(y, z, t)5

ð0
z

ðL
x50

y dx dy , (2)

and the MOC strength is then C(ymax, zmax, t) with

ymax 5 3500km and zmax 5 2500m in this setup.

Following the time evolution of the PC (Fig. 1, bottom),

the oscillation consists of four steps separated by one

quarter of a cycle: re/ im/2re/2im/ re, where

re and im are, respectively, the real and imaginary parts

of the CEOF. The minimum MOC strength shown in

Fig. 1 (bottom) is correlated with positive anomaly of

SST close to the northern boundary (the first CEOF real

part times 21 in Fig. 1, left). Maximum values of

MOC strength are correlated with negative temperature

anomaly being close to the northern boundary (the first

CEOF real part in Fig. 1, left).The phase of the oscilla-

tion represented by the CEOF is chosen so that the

correlation between the CEOF PC real part and the

MOC strength is maximum. The real part of the PC

follows closely the MOC strength time variation giving

us confidence that the leading CEOF adequately rep-

resents the low-frequency variability of our setup.

To estimate the period of this low-frequency mode,

we calculate the power spectrum of temperature at each

grid point and average them. For this calculation we

use a 500-yr-long simulation made of 1-yr time-average

outputs. The temperature spectrum plotted in Fig. 2

has a distinct peak at a period of ;42 years, which is in

the range of that found in previous studies. A secondary

peak of smaller intensity is found at a period of ;21

years and is attributed to the second harmonic of the

leading CEOF. In agreement with the comparison of the

PC real part and MOC strength in the bottom of Fig. 1,

the MOC strength frequency spectrum also shows a

peak at a period of ;42 years (Fig. 2).

c. High-frequency variability

In the absence of wind forcing, kinetic energy (KE)

can only be forced through available potential energy

(APE) to KE conversion. This unique source of KE

creates nonetheless a strong eddy field that, as will be

shown below, accounts for more than 50% of the total

sink of the low-frequency mode temperature variance.
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The temperature spectrum calculated with 3-day

average outputs on a 50-yr simulation is shown in

Fig. 2. The spectrum follows two different slopes

depending on the frequency: a slight slope for fre-

quencies smaller than 2p (3 months)21 and a steep

slope for frequencies larger than 2p (3 months)21. The

standard deviation of the sea surface height (SSH)

(which is a quantity that is easily observable by satel-

lite altimetry, and can be used to assess eddy activity)

with a 2-yr running average removed and calculated on

the same run, is plotted in Fig. 3 (left). The largest

values (around 0.16m) are found close to the western

boundary and in the northern half of the basin. These

values are in the range of observed values of SSH

standard deviation as observed by TOPEX/Poseidon

(Stammer 1997) suggesting that the level of eddy ac-

tivity in our simulation is realistic. A snapshot of the

ratio of the surface relative vorticity (z 5 ›xy 2 ›yu)

normalized by the Coriolis parameter f (Fig. 3, right)

reveals the presence of zonally organized eddying

features that can also be seen as zonal jets in the time-

averaged zonal velocity (Fig. 4). It is interesting to

note that the values of this ratio remain much smaller

than 1, so the geostrophic assumption holds even for

the mesoscale turbulence.

3. Transfer of temperature variance in
frequency space

In this section, we derive the budget for the transfer of

temperature variance in frequency space.We then study

the different temperature fluxes of our setup and show in

particular that there is a nonlinear flux of temperature

variance toward higher frequencies.

FIG. 1. First complex EOF calculated on 1-yr-averaged 3D temperature outputs, accounting for 60% of the

variability. (top left) Real part of the SST; (top right) imaginary part of the SST. (middle left) Real part of the

meridional section (longitude 5 1800 km) shown by a red line in the top-left and top-right panels; (middle right)

imaginary part of the same section. Black contours show isotherms of the time-mean temperature. (bottom) Real

(red solid) and imaginary (red dotted) parts of the principal component of the first CEOF. The blue line shows the

MOC strength (in Sv) at the latitude (ymax 5 3500 km) and depth (zmax 5 2500m) where the time-mean MOC is

maximum.
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a. Temperature variance fluxes in frequency:
Definition

Given our setup, the temperature u obeys the fol-

lowing equation:

›u

›t
1 u � =u5D1G , (3)

where u is the 3D velocity (u, y, w), D represents the

parameterized diffusion and the convection andG is the

surface heat flux. To obtain an equation for the tem-

perature variability, we decompose all variables into

time mean plus anomaly:X5X1X 0, withX being u, u,

D, or G. The overbar (�) is the time mean over the 200

years of the simulation, and the prime (�)0 is the anomaly

with X 0 5 0, by construction. Note that G is time inde-

pendent and thus equal to its time mean. The time mean

of Eq. (3) is

u � =u1 u0 � =u0 5D1G , (4)

The time evolution equation for u’ is obtained by sub-

tracting Eq. (4) from Eq. (3):

›u0

›t
52u � =u0 2 u0 � =u2 u0 � =u0 1 u0 � =u0 1D0 . (5)

Transfers in the frequency or in the space domain are

usually calculated for KE or APE [see, for instance,

Arbic et al. (2014), and references therein]. The usual

way of calculating these quasigeostrophic (QG) KE or

APE transfers is to Fourier transform the vorticity

equation multiplied by the conjugate of the Fourier

transform of the streamfunction (more frequently in

space but it can also be done in time). Here we follow

this idea but apply it to the temperature and in the fre-

quency domain. The temperature anomaly u’ is de-

trended in time and multiplied by a Tukey window,

with a value of 0.2 for the ratio of taper to constant

sections as in Arbic et al. (2014) in order to obtain a

periodic field in time. Temperature spectral transfers are

calculated by multiplying the discrete Fourier transform

in time of each component of Eq. (5) by the conjugate of

the Fourier transform of u at every grid point. The result

is integrated over the domain to give, in a statistical

steady state:

05Tr
mean

(v)1Tr
turb

(v)1Tr
diss

(v) , (6)

FIG. 3. (left) Standard deviation of SSH (in m) using 3-days output on a 50-yr period with the 2-yr running average

removed. (right) Snapshot of the ratio of the surface relative vorticity ›xy 2 ›yu and f.

FIG. 2. Volume average of the temperature spectrum as a func-

tion of frequency calculated from 1-yr-average output over 500

years (black line) and 3-days-average output over 50 years (dashed

black line). The largest peak and its harmonic respectively have a

frequency of 2p (42 yr)21 and 2p (21 yr)21 (blue vertical lines). The

2p (3.5 yr)21 limit between low and high frequencies (defined in

section 3c) is shown with a black vertical line. TheMOC frequency

spectrum calculated with Welch’s method on 1-yr-average outputs

over 500 years is in red.
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with v the frequency. The expression for Trmean(v) is

Tr
mean

(v)52

ð
V

<fu_0*(v)[
_
u � =u0(v)1_u0 � =u(v)]gdV,

(7)

where < is the real part, v the frequency, and V the

volume. The spectral transfers identify temperature

variance sources (when positive) or sinks (when nega-

tive) in frequency space. Note that u � =u0 and u0 � =u are
calculated offline from the values of u and u. Trmean(v) is

interpreted as the transfer of temperature variance linked

with mean flow–anomaly interaction.Wewill show below

that this transfer is a source of temperature variance at

every frequency. The formula for term Trturb(v) is

Tr
turb

(v)52

ð
V

<fu0
_

*(v)[ ]
_
u0 � =u0(v)g dV , (8)

and is interpreted as the transfer of temperature vari-

ance by turbulent processes. We will show that these

turbulent transfers are either a source or a sink of tem-

perature variance depending on the frequency. The last

term Trdiss(v) is

Tr
diss

(v)5

ð
V

<[u_0*(v)D
_ 0(v)] dV (9)

and is the diffusive transfer of temperature variance

computed from the actual dissipation output of the

model, a term that will be shown to be negative for every

frequency. The term involving u0 � =u0 disappears when
multiplied by û0* because its Fourier transform is non-

zero only forv5 0 and, by definition of u’, u
_0(v5 0)5 0,

so that û0*u0 � =u0
_

5 0.

Following other studies (e.g., Scott and Arbic 2007) we

will define and use below spectral fluxes instead of spectral

transfers for the three following reasons: 1) fluxes aremuch

less noisy than the transfers; 2) as will become clear below,

turbulent transfers are zero when integrated over all fre-

quencies and using fluxes makes this fact directly apparent;

and 3) our interest is on what happens for a range of fre-

quencies (wewill define two ranges below: high frequencies

and low frequencies) rather than at a local frequency. The

drawback of using spectral fluxes rather than transfers is

that the sign of the transfer needs to be deduced from the

sign of the slope of the fluxes, which is less direct than

looking directly at the sign of the transfers.

We define the spectral fluxes P of the spectral trans-

fers Tr as

P(v)5

ðvmax

v

Tr(v0) dv , (10)

with Pmean(v), Pturb(v), and Pdiss(v) being, respec-

tively, the input of temperature variance from the mean

flow, the turbulent terms, and the diffusivity in the fre-

quency domain defined by all v0 with v0 . v. Thus, a

positive (negative) P(v) corresponds to a positive (nega-

tive) total input of variance betweenv and vmax. The total

transfer between vmin and v is simply:P(vmin)2P(v). If

P(vmin) 2 P(v) is positive (negative), the total transfer

between vmin and v is positive (negative). Obtaining the

transfers from the flux is straightforward:

dP

dv
(v)52Tr(v) . (11)

The slope of theP curve is thus equal tominus the transfer.

From Eq. (6) and the flux formula (10), we deduce that

P
mean

(v)1P
turb

(v)1P
diss

(v)5 0, (12)

that is, the sum of all fluxes is zero for every frequency.

b. Properties of temperature variance fluxes

In this subsection we explain some properties of the

temperature variance flux budget [i.e., Eq. (12)] that will

be useful to interpret results in the next subsection.

It is straightforward to show that the effect of the

turbulent terms integrated over the volume is zero at

each time step.Multiplying the term u0 � =u0 fromEq. (5)

by u’ and integrating over the volume V gives

ð
V

u0u0 � =u0dV5
1

2

ð
V

u0 � =u02dV

5

ð
V

=

�
u0u

02

2

�
dV5

þ
›V

u0 � nu
02

2
dS5 0,

(13)

FIG. 4. (left) Time mean of the surface zonal velocity (m s21).

(right) Meridional section of the time-mean surface zonal velocity

at longitude 5 1000 km (as shown by the black vertical line in the

left panel).
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where the last equality makes use of the no-mass-flux

condition through the boundaries, and where n is the

outward normal to the volume V. Similarly, the advec-

tion of the temperature anomaly by the mean flow is

zero when integrated on the volume because of the no-

mass-flux condition:

ð
V

u0u � =u0dV5 0. (14)

The term involving the mean temperature gradient does

not a priori vanish when volume integrated; therefore,

the integral on the volume of the temperature variance

equation is

1

2

›

ð
V

u2dV

›t
52

ð
V

u0u0 � =udV1

ð
V

u0D0
u dV

1

ð
V

u0u0 � =u0dV . (15)

The last term on the rhs is not zero when volume in-

tegrated but its time average is zero (because u0 5 0).

The second term on the rhs is generally negative be-

cause positive anomalies of temperature are corre-

lated with negative values of diffusion. The first term

of the rhs can be described as a measure of the tur-

bulent flux of u’ in the mean temperature gradient di-

rection. It acts to increase (decrease) the total variance

when positive (negative) temperature anomalies are

fluxed in the direction opposite to the mean tempera-

ture gradient. It is the only source of temperature

variance in our setup (when time averaged). This term

has been used in many studies to diagnose regions

where baroclinic instability adds temperature variance

to the flow (see, e.g., Colin de Verdière andHuck 1999;

Huck et al. 1999).

Using Parseval’s theorem, it is possible to link the

volume integral of the temperature variance terms with

the frequency integral of the corresponding transfers.

Indeed, using Eqs. (10) and (13) we have

P
turb

(v
min

)5

ðvmax

vmin

Tr
turb

(v0) dv0 5 0, (16)

the total flux of temperature variance made by the tur-

bulent terms is zero. The role of the turbulent terms is to

redistribute the temperature variance among different

frequencies. From the fact that the term involving the

mean temperature does not vanish, we deduce that the

total flux made by the mean flow is not zero:

P
mean

(v
min

)5

ðvmax

vmin

Tr
mean

(v0) dv0 6¼ 0. (17)

Then, from Eqs. (12) and (16), the total flux of variance

from the mean flow is equal to the opposite of the total

diffusive flux:

P
mean

(v
min

)52P
diss

(v
min

) . (18)

c. Application to an eddy-permitting experiment

In this section we apply the diagnostics from the two

previous subsections to the MITgcm numerical simula-

tions described in section 2.

To calculate the fluxes, we use a 200-yr run with time-

average outputs every 20 days. The output sampling rate

needs to be large enough to resolve high frequencies. No

significant changes were found between 20 days and

higher output frequencies (not shown). Figure 5 shows

the temperature variance fluxes Pmean(v),Pturb(v), and

Pdiss(v). As expected from Eq. (16), Pturb(vmin) is zero

and Pdiss(vmin) 5 2Pmean(vmin). The value of Pmean is

positive and increases toward lower frequencies show-

ing that the mean flow adds temperature variance. On

the contrary, Pdiss(v) is always negative and decreases

toward lower frequencies because dissipation removes

temperature variance. The value of Pturb(v) increases

toward low frequencies and then decreases, clearly es-

tablishing that nonlinear terms are a sink of temperature

variance for frequencies approximately smaller than 2p

(3.5 yr)21 and a source of variance for frequencies larger

than 2p (3.5 yr)21. This variation of the direction of the

FIG. 5. Temperature variance fluxes as a function of frequency

for Pdiss (blue), Ptub (orange), and Pmean (green) as defined by

Eqs. (7)–(10). The vertical line at 2p (3.5 yr)21 corresponds to

the maximum of Ptub and is used to separate the high and low

frequencies (i.e., eddy turbulence and multidecadal mode of

variability).
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turbulent transfer of temperature with frequency is the

central result of this study.

This allows us to define high frequencies (HF) as be-

ing larger than 2p (3.5 yr)21 and low frequencies (LF) as

being smaller than 2p (3.5 yr)21. This definition allows

us to robustly separate the mesoscale eddy turbulence

(HF) from the multidecadal mode of variability de-

scribed in section c.vmid[ 2p (3.5 yr)21 is themaximum

of Pturb(v); thus, by definition, turbulent transfers are a

source term in HF while they are a sink in LF. The slope

of Pmean is larger at LF than at HF, suggesting that the

flux of temperature variance from the mean flow is larger

for LF than for HF. On the contrary, the slope of Pdiss is

larger for HF than for LF, suggesting that dissipation of

temperature variance is more important for HF than for

LF. An excess of temperature variance is created at low

frequencies by instability of the mean flow, transferred to

high frequencies where it is dissipated.An alternative and

equivalent definition for HF and LF could then be that,

HF are frequencies for which the temperature variance

total transfer from the mean flow [i.e., Pmean(vmin) 2
Pmean(vmid)] is smaller than the removal of temperature

variance by the dissipation [i.e., jPdiss(vmin)2Pdiss(vmid)j
with j�j the absolute value], while the opposite is true

for LF. Figure 6 is a schematic description of the fluxes

shown in Fig. 5 between the HF and LF. All fluxes are

expressed as a percentage of the total flux from the

mean flow, that is, Pmean(vmin). The transfer of tem-

perature variance from LF to HF by turbulent terms

represents 44% of the total flux by the mean flow; 79%

of the variance from the mean flow is added at LF,

while 65% is removed by the dissipation at HF. The

main pathway of the temperature variance is clearly

from the mean-flow low-frequency to the high-frequency

dissipation. In other words, since LF are mainly due to

the multidecadal mode (see Fig. 2) and the source of

variability of the mode is the mean temperature gradi-

ent, this source is mainly balanced by the mesoscale

eddy turbulence acting as a sink of variance and to a

lesser extent by low-frequency dissipation. The main

source of variance for the mesoscale eddy turbulence is

the multidecadal mode and to a lesser extent the mean

temperature gradient. These sources of high-frequency

temperature variability are balanced by the high-frequency

dissipation.

4. Spatial pattern of the temperature variance
transfer

In this section we show how the different terms of

the temperature budget act on the low-frequency variabil-

ity. To this end we split the temperature into time-mean

plus low-frequency (uLF) plus high-frequency (uHF) parts:

u5 u1 u
LF

1 u
HF

(19)

we use a low-pass filter noted h�i so that hui5 u1 uLF
and obtain uHF as uHF 5 u 2 hui. The cutoff period for

the Butterworth low-pass filter is chosen to be 3.5 years

to match the results from the previous section. In this

section, the effect of HF on LF is calculated as a re-

mainder, as will become clear below. This remainder

allows us to use smaller output frequency (100 days

average in this section), which significantly simplifies the

computation presented below and allows the study of a

longer run (300 years).

a. Low-frequency temperature variance budget

To obtain an evolution equation for uLF, we first write

the time mean of the temperature equation:

u � =u1 (u
LF

1 u
HF

) � =(u
LF

1 u
HF

)5D1G (20)

Using Eq. (19) and subtracting Eq. (20) from the tem-

perature Eq. (3), applying the low-pass filter, multiplying

by uLF and volume integrating gives the low-frequency

temperature variance budget:

1

2

›

›t

ð
V

u2LF dV5V
mean

1V
diss

1V
HF

, (21)

where

FIG. 6. Schematic showing the temperature variance fluxes be-

tween low- and high-frequency reservoirs. All percentages are

expressed with respect to the total flux of temperature variance

from the mean flow [Pmean(vmin)]. Direction of arrows shows di-

rection of the fluxes.Pdiss is in blue,Pmean is in green, andPtub is in

orange. The sum of all arrows for each reservoir is 0.
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V
term

5

ð
V

y
term

dV (22)

with subscript ‘‘term’’ either ‘‘mean,’’ ‘‘diss,’’ or ‘‘HF’’ and

y
mean

52u
LF
u
LF

� =u , (23)

y
diss

5 u
LF
D

LF
, (24)

y
HF

52u
LF
hu

LF
� =u

HF
i2 u

LF
hu

HF
� =u

LF
i

2 u
LF
hu

HF
� =u

HF
i

1 u
LF
(u

HF
1u

LF
) � =(u

HF
1 u

LF
); (25)

Vdiss is interpreted as the effect of the parameterized

diffusionandconvection, andVmean is interpretedas themean-

flow forcing. In yHF, terms involving a time mean and an HF

term disappear when low-pass filtered. None of the terms of

yHF can apriori be ruledout; however,wehave checked, using

higher-frequency outputs on a shorter length simulation, that

all terms involving only one HF can be neglected so that

V
HF

’

ð
V

(2u
LF
hu

HF
� =u

HF
i1 u

LF
u
HF

� =u
HF

1 u
LF
u
LF

� =u
LF
) dV . (26)

Thus, VHF is interpreted as the influence of high-

frequency motions on low-frequency temperature vari-

ance. In practice, VHF is computed as the remainder of

all other terms, ymean is calculated from the values of uLF,

uLF, and u; and ydiss is calculated from the values ofDLF

and uLF. Each term of Eq. (21) is shown in Fig. 7. The

main equilibrium is between the forcing by Vmean and

the dissipation by both VHF and Vdiss. High levels of

low-frequency forcing are correlated with high levels

of low-frequency dissipation: the (time) correlation

coefficient is 20.87 between Vmean and Vdiss and 20.85

between Vmean and VHF. Note that the two correlations

are similar but most of the variability is taken up byVHF.

The negative correlation between Vmean and Vdiss and

between Vmean and VHF is because low-frequency tem-

perature gradients and mesoscale activity increase with

low-frequency forcing. In the same figure is shown the

real and imaginary parts of the temperature leading

CEOF PC calculated in section 3. The correlation co-

efficient between the imaginary part PC andVdiss,Vmean,

and VHF is small: respectively, 20.16, 0.01, and 0.09

while it is much larger with the PC real part: respectively,

0.66, 20.62, and 0.60. The real part of the PC and by con-

struction the AMOC strength time variation are thus ap-

proximately in phase with the low-frequency dissipation,

and the low-frequency nonlinear (NL) transfer toward HF

and the low-frequency mean-flow forcing. This is explained

by the fact that a stronger AMOC is associated with in-

creased temperature gradients and thus with a larger low-

frequencymean-flow forcing, low-frequency dissipation and

with a stronger eddy field. The lagged correlation (see

Fig. 8) between PCre and VHF, Vmean, and Vdiss shows that

PCre is close to be in phase with the three latter. There is,

however, a small time lag of, respectively, 21.1 and 20.6

year between Vdiss and PCre and between Vmean and PCre,

whileVHF is almost exactly in phasewith PCre. The fact that

VHF is lagging the two other terms from 0.6 to 1.1 year is not

surprising because of the finite growth time scale of eddy

turbulence compared to the instantaneous action of the

parameterized dissipation.

To better understand the spatial distribution of the

VHF term, we first calculate the vertical average over the

water column of yHF, that is,

V int
HF 5

1

H

ð0
z52H

y
HF

dz , (27)

FIG. 7. Time evolution of the volume-averaged low-frequency temperature variance

budget. The effect of mean temperature gradient Vmean is in green, the effect of parame-

terized diffusion Vdiss is in blue, the effect of high frequencies on low frequencies VHF is in

orange, and the sum of all terms {equal to (1/2)
�
(›/›t)

�Ð
V
u2LF dV

��
} is in red. The real and

imaginary parts of the leading CEOF PC are shown with, respectively, solid and dashed

black lines.
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where H is the total depth. Then, to analyze its temporal

variation, we time average V int
HF following the sign of the

PC’s real part. The PC’s real part is used rather than the

imaginary part because it correlates (positively) with VHF

(see last paragraph). The time average of V int
HF on all t

satisfying PCre(t) $ 0 and all t satisfying PCre(t) , 0 is

shown in Fig. 9. Note that PCre(t) correlates very well with

the MOC strength so that positive values of PCre(t) cor-

respond to a positive MOC anomaly (see section 3c).

Large negative values of V int
HF are mostly located in the

northwest quadrant of the basin and follow large gradients

of temperature created by the low-frequency variability.

Temperature fronts created by the low-frequency vari-

ability are unstable and eroded by the subsequent eddies

associated with high frequencies. As first shown in the last

section, the high-frequency part of the temperature vari-

ance is mostly forced by the low-frequency part (44% vs

21% in Fig. 6), explaining why the spatial location of V int
HF

is moving with time (Fig. 9). Indeed, if the only source of

mesoscale eddies was the time-mean temperature gradi-

ents, the location and intensity of the mesoscale field

would remain constant in time. Volume integrating the

time average of V int
HF reveals that the quantity of eddy-

induced dissipation occurring when PCre. 0 or PCre, 0

is of the same order of magnitude with, respectively,

43% and 57% of the total eddy-induced dissipation.

b. Propagation of the temperature anomaly

The propagation of the temperature anomaly is usually

explained (e.g., Sévellec and Fedorov 2013) as the result

of the advection of the time-mean temperature by the

anomalous velocities. The purpose of this subsection is to

test this explanation and more broadly to understand

what terms drive the oscillation captured by the tem-

perature leading CEOF shown in Fig. 1. In particular, we

want to understand if the high-frequency field plays

a role in the low-frequency temperature propagation.

To this end, we derive below a diagnostic that allows

us to evaluate the contribution of each term from the

temperature anomaly budget (5) in the propagation of

the leading CEOF temperature anomaly. We first cal-

culate the linear regression of the low-frequency tem-

perature budget [Eq. (5)] on the real and imaginary

parts of the leading CEOF’s PC [see formula (1)] to

obtain a separate equation for the time evolution of the

real (ureLF) and imaginary (uimLF) parts of the CEOF:

FIG. 8. Lagged correlation between the PC’s real part (PCre) and

Vdiss (blue), VHF (orange), and Vmean (green). The lagged times (in

years) for the minimum correlation between PCre and Vdiss and

between PCre and VHF as well as for the maximum correlation

between PCre and Vmean are shown with three vertical lines.

FIG. 9. Effect of eddies (inK2 s21) on the low-frequency temperature variance. V int
HF [see Eq. (27)] is time av-

eraged over two time periods defined by the sign of the real part of the leading temperature CEOF PC (see Fig. 1).

(left) PCre$ 0; (right) PCre, 0. The sign of theMOC anomaly (DMOC) is shown in each panel title and is the same

as the PCre sign. The superimposed black contours show the temperature averaged on the same depths and times;

the red contour is 4.5 K. V int
HF follows the largest low-frequency temperature gradients that appear in the western

half of the basin.

1 NOVEMBER 2020 HOCHET ET AL . 9419

D
ow

nloaded from
 http://journals.am

etsoc.org/jcli/article-pdf/33/21/9409/5004669/jclid190921.pdf by guest on 15 O
ctober 2020



�
›u

LF

›t

	re
52[u � =u

LF
]re 2 [u

LF
� =u]re

2 [u
LF

� =u
LF
]re 1 [D

LF
]re 1 [G

HF
]re , (28)

where [�]re is the linear regression against the real part of

the first CEOFPCandGHF is the effect of high frequencies

on low-frequency temperature
�Ð

V
uLFGHF dV5VHF

�
. The

linear regression is given by

[A(x, y, z, t)]re 5

ðT
0

A(x, y, z, t)PC
re
(t) dt

ðT
0

[PC
re
(t)]2dt

, (29)

where A is any of the terms in Eq. (28) and T the length

of the time series. We proceed the same way for the

imaginary part:

�
›u

LF

›t

	im
52[u � =u

LF
]im 2 [u

LF
� =u]im

2 [u
LF

� =u
LF
]im 1 [D

LF
]im 1 [G

HF
]im (30)

where [.]im is the regression against the imaginary part of

the first CEOF PC, using Eq. (29) but with PCim instead

of PCre. Following Fig. 1 the oscillation steps are re /
im/2re/2im/ re. The two last transitions are the

same as the first two except for their sign and we can

thus restrict ourselves to the former. To understand what

term is a positive or a negative contributor to re / im

(im / 2re) we volume average the product of [›uLF/›t]
re

and each term of Eq. (28) {[›uLF/›t]
im and each term of

Eq. (30)}. When the volume average of the product is pos-

itive (negative) the term positively (negatively) contributes

to the oscillation. All values are normalized by the volume

average of ([›uLF/›t]
re)2 for Eq. (28) and by the volume

average of ([›uLF/›t]
im)2 for Eq. (30) and shown in Table 1.

In agreement with previous descriptions of this low-

frequency mode (e.g., in Sévellec and Fedorov 2013),

the propagation of the large-scale temperature anomaly

is mainly due to the term uLF � =u. The low-frequency

temperature anomaly is associated with anomalous low-

frequency velocities that in turn advect mean tempera-

ture in a way that creates this propagation. We show, in

Fig. 10, that u � =uLF resists the propagation. To understand
why the term involving u � =uLF is opposite to uLF � =u we

show, in Fig. 10, the two terms regressed against the real

and imaginary parts of the first CEOF PC. It is seen that,

for both real and imaginary parts, we have

u
LF

� =u}2u � =u
LF

, (31)

where } is the proportionality symbol. This is due to

the ‘‘non-Doppler shift’’ (Rossby 1939; Held 1983;

Killworth et al. 1997; Liu 1999), which states that the

geostrophic self-advection and the mean advection

exactly cancel each other when the mean flow and the

anomaly have the same vertical structure.

The contributions from the remaining terms (uLF � =uLF,
diffusion and eddy turbulence) are much smaller. Thus,

eddy turbulence that appears when eddy-permitting

resolution are used does not significantly modify the

oscillatory mechanism that was previously described

in low-resolution studies (te Raa and Dijkstra 2002;

Sévellec and Fedorov 2013).

5. Conclusions

In this article we seek to better understand the in-

teraction between high- and low-frequency variabil-

ities in the ocean, that is, between amultidecadal mode

of variability and mesoscale eddy turbulence. To this

end, we study an idealized configuration of the North

Atlantic using an OGCM at eddy-permitting resolu-

tion (20 km) that allows the coexistence of a multi-

decadal mode of variability and high-frequencymesoscale

variability. In agreement with many other studies of this

mode (Colin de Verdière and Huck 1999; Sévellec and

Huck 2015), the multidecadal mode is sustained by tem-

perature variance drawn from the time-mean circulation.

This mode has a dominant period of 42 years and consists

of large-scale temperature anomalies propagating north-

ward in the northern half of the basin. The high-frequency

variability is associated with mesoscale eddy turbulence

driven by temperature variance drawn from both the

time-mean flow and the low-frequency large-scale mode.

A new diagnostic of temperature variance fluxes in fre-

quency space reveals that high frequencies are a sink of

temperature variance for the low frequencies. At low and

high frequencies, the positive flux of temperature variance

from the mean flow is not equal to the opposite of the

diffusive flux: a turbulent flux of temperature variance

from LF to HF balances the budget for the low-frequency

and high-frequency temperature variance reservoirs.

TABLE 1. Contributions to the low-frequency evolution of tem-

perature, computed as the volume-integrated correlations between

[›uLF/›t]
re and the rhs terms of Eq. (28), and [›uLF/›t]

im and

Eq. (30) (‘‘im/2re’’ column). For each column, values are ex-

pressed as a percentage of the sum of all terms.

uLF budget term re/im im/2re

uLF � =u 1219% 1213%

u � =uLF 2129% 2153%

uLF � =uLF 114% 124%

GHF 20% 114%

DLF 24% 12%

� 1100% 1100%
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Indeed, in our setup, the temperature variance flux from

the mean flow is more than 2 times larger than the dis-

sipation at low frequencies. Writing the temperature var-

iance equation for the LF allows visualization of the term

contributing to the high- and low-frequency variance. This

term that we attribute to the overall effect of mesoscale

eddies, follows the low-frequency temperature gradient in

the western half of the basin showing that HF erodes the

LF fronts.Regarding the propagation of the low-frequency

temperature anomaly we have shown that the eddy term

plays no significant role. The main driver of the propa-

gation is the advection of time-mean temperature by

low-frequency anomalous velocities: uLF � =u mainly

counteracted by the advection of anomalous low-frequency

temperature by time-mean velocities: u � =uLF. Results

from O’Rourke et al. (2018), Sérazin et al. (2018), and

Martin et al. (2020) have shown that surface KE un-

dergoes an inverse cascade of energy in both spatial and

temporal space. Our results are not necessarily in con-

tradiction with these studies because, under the QG ap-

proximation, the temperature variance behaves closely to

QGavailable potential energy, which is known to follow a

direct cascade in both spatial and temporal space (Arbic

et al. 2014). However, in our simulation the QG approx-

imation does not hold (because isotherms outcrop at the

surface in the northern half of the basin) and the direction

of the APE cascade therefore remains unclear. The large-

scale low-frequency variability is primarily seen in tem-

perature and has very little KE (because its scale is much

larger than the deformation radius), which makes it more

relevant to an analysis in terms of temperature variance.

LaCasce and Pedlosky (2004) and Isachsen et al.

(2007) have shown that propagating Rossby waves

are prone to mesoscale instabilities. At high latitudes,

where Rossby waves phase speed is slower than at lower

latitudes, their studies suggest that mesoscale eddies

FIG. 10. Contribution of (top) u � =uLF, (middle) uLF � =u, and (bottom) their sum u � =uLF 1 uLF � =u to the low-

frequency temperature budget. Each term is regressed respectively against the (left) real part and (right) imaginary

part of the leading CEOF PC. Note the different color bar. Units are K s21. uLF � =u is partly compensated by

u � =uLF due to the ‘‘non-Doppler shift’’ as explained in section 4b.
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prevent Rossby waves from reaching the western bound-

ary. Given that the large-scale temperature anomaly that

we see in our simulation could be described as a Rossby

wave modified by the effect of the mean flow, the same

mechanism is at play in our study except that the large-

scale variability is continuously forced by the large-scale

baroclinic instability (Colin de Verdière and Huck 1999).

This baroclinic instability compensates for the transfer to

HFmade bymesoscale eddies (as shown by the schematic

in Fig. 6). As explained in the introduction, it was found in

Huck et al. (2015) that the range of Ky allowing a low-

frequency oscillation is larger at high than at low resolu-

tion. Huck et al. (2015) then suggested that this could be

explained by the fact that mesoscale eddies were acting

as a forcing for the low-frequencymode at high resolution.

Because we showed that the temperature variance trans-

fer is directed toward high frequencies, this wider range of

Ky is, however, probably due to a smaller effective diffu-

sivity in the high-resolution run rather than due to a

forcing bymesoscale eddies. Indeed, themode is known to

be sensitive to the amount of diffusivity (Huck and Vallis

2001) and the total effective diffusivity is hard to assess at

eddy-permitting resolution.

As shown by previous studies (e.g., Huck et al. 2015)

the use of a single-hemispheric basin allows us to cap-

ture the essential features of the large-scale mode in a

simple framework. Indeed, the vertical structure, energy

source, period of the large-scale mode found in this

study are also seen in realistic configuration of the North

Atlantic and World Ocean (Sévellec and Fedorov 2013;

Muir and Fedorov 2017; Arzel et al. 2018).

However, several limitations arise from the omission

of the full basin. Indeed, it is now conjectured that the

effect of wind over the Southern Ocean needs to be

taken into account to obtain a realistic stratification as

well as realistic values of Ky (Toggweiler and Samuels

1998; Gnanadesikan 1999; Vallis 2000; Nikurashin and

Vallis 2012). The effect of Ky on our results will be re-

ported in a separate studywhere we show that increasing

Ky strengthens the eddy field and thus the transfer of

low-frequency temperature variance to high-frequency.

The mode eventually disappears for unrealistically large

values of Ky (’1 3 1023m2 s21). In our setup, the eddy

field is of primary importance for the large-scale low-

frequency mode because it represents more than 50%

of the low-frequency temperature variance destruction.

With higher resolution and subsequent lower parame-

terized diffusion, virtually all the low-frequency dissi-

pation may be performed by the eddy field. Thus, future

studies should adequately simulate eddies by allowing a

more realistic stratification through the effect of wind

forcing. Also, wind forcing over the North Atlantic

creates its own kind of low-frequency variability (Berloff

and McWilliams 1999; Berloff et al. 2007) that might in-

teract with the low-frequency mode described in this

study and might modify substantially the eddy field and

potentially the dissipation of the low-frequency mode.

We do not expect a fundamental change when using

eddy-resolving rather than eddy-permitting resolution.

Indeed, Huck et al. (2015) have shown that if the eddy

field is stronger at 10-km than at 20-km horizontal reso-

lution, the large-scale mode period, spatial scale, and

mechanism remain almost unchanged. However, we can

expect that the intensity of the turbulent transfer of

temperature variance from LF to HF will increase with

increased resolution until all the input of low-frequency

temperature variance by the mean flow is removed by

the turbulent transfer from LF to HF (i.e., the flux due to

the parameterized dissipation disappears). Sérazin et al.

(2018) compared the surface kinetic energy inverse cas-

cade in a 1/48 and in a 1/128 global simulation. They found

that the 1/48 simulation resolves the main nonlinear

oceanic processes generating the KE inverse cascade.We

are thus confident that our 20-km-resolution simulation

also captures the essential features of the nonlinear oce-

anic processes.

Other limitations come from the omission of active

salt tracer and freshwater forcing though it has been

shown in a realistic setup (Sévellec and Fedorov 2013)

that the mode is largely controlled by temperature var-

iation in the upper ocean. The simulations shown here

cannot be compared with observations because of the

idealized forcing and geometry of the basin. However,

low-resolution simulations (e.g., Sévellec and Fedorov

2013; Buckley et al. 2012) have shown that the low-

frequency variability still exists in more realistic setups.

The intensity and location of the mesoscale field and of

the large-scale mode is believed to strongly depend on

the details of the forcing bathymetry and coastline. The

next step will thus be to study the interaction of low and

high frequencies in a realistic configuration of a high-

resolution OGCM.
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